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Vice-Chancellor's Message

The Distance Learning Centre is building on a sthdition of over two decades of
service in the provision of External Studies Prograe and now Distance Learning
Education in Nigeria and beyond. The Distance Liegrmode to which we are
committed is providing access to many deservingeNggns in having access to higher
education especially those who by the nature of dregagement do not have the
luxury of full time education. Recently, it is coibuting in no small measure to
providing places for teeming Nigerian youths whodaoe reason or the other could
not get admission into the conventional universitie

These course materials have been written by wiseesially trained in ODL course
delivery. The writers have made great efforts wvpate up to date information,
knowledge and skills in the different disciplinexlaensure that the materials are user-
friendly.

In addition to provision of course materials innprand e-format, a lot of Information
Technology input has also gone into the deployménburse materials. Most of them
can be downloaded from the DLC website and ardablaiin audio format which

you can also download into your mobile phones, |R&E3 among other devices to
allow you listen to the audio study sessions. Sofriee study session materials have
been scripted and are being broadcast on the wiiyerDiamond Radio FM 101.1,
while others have been delivered and captureddioatsual format in a classroom
environment for use by our students. Detailed mation on availability and access is
available on the website. We will continue in offods to provide and review course
materials for our courses.

However, for you to take advantage of these formeats will need to improve on

your |.T. skills and develop requisite distanceaméag Culture. It is well known that,
for efficient and effective provision of Distanaalning education, availability of
appropriate and relevant course materialssgma qua nonSo also, is the availability
of multiple plat form for the convenience of oundgnts. It is in fulfilment of this,

that series of course materials are being writteentable our students study at their
own pace and convenience.

It is our hope that you will put these course matgito the best use.

peldherr]

Prof. Abel Idowu Olayinka
Vice-Chancellor



Foreword

As part of its vision of providing education ftiriberty and Development” for
Nigerians and the International Community, the @nmsity of Ibadan, Distance
Learning Centre has recently embarked on a vigorepssitioning agenda which
aimed at embracing a holistic and all encompasap@oach to the delivery of its
Open Distance Learning (ODL) programmes. Thus veecammitted to global best
practices in distance learning provision. Apart nfroproviding an efficient
administrative and academic support for our stugjamé are committed to providing
educational resource materials for the use of tudemts. We are convinced that,
without an up-to-date, learner-friendly and dis@nlearning compliant course
materials, there cannot be any basis to lay clainbding a provider of distance
learning education. Indeed, availability of appraf@ course materials in multiple
formats is the hub of any distance learning provisvorldwide.

In view of the above, we are vigorously pursuin@asatter of priority, the provision
of credible, learner-friendly and interactive caurmaterials for all our courses. We
commissioned the authoring of, and review of comnsg¢erials to teams of experts and
their outputs were subjected to rigorous peer rev@ensure standard. The approach
not only emphasizes cognitive knowledge, but alslissand humane values which
are at the core of education, even in an ICT age.

The development of the materials which is on-gatsp had input from experienced
editors and illustrators who have ensured that #reyaccurate, current and learner-
friendly. They are specially written with distantsarners in mind. This is very
important because, distance learning involves msidential students who can often
feel isolated from the community of learners.

It is important to note that, for a distance leartmeexcel there is the need to source
and read relevant materials apart from this coumsgerial. Therefore, adequate
supplementary reading materials as well as ottlierrmation sources are suggested in
the course materials.

Apart from the responsibility for you to read tleisurse material with others, you are
also advised to seek assistance from your coursiétdeors especially academic
advisors during your study even before the intéractession which is by design for
revision. Your academic advisors will assist youngsconvenient technology
including Google Hang Out, You Tube, Talk Fusiot;. dout you have to take
advantage of these. It is also going to be of inseeadvantage if you complete
assignments as at when due so as to have necéssdinacks as a guide.

The implication of the above is that, a distan@rer has a responsibility to develop
requisite distance learning culture which includdggent and disciplined self-study,
seeking available administrative and academic suppod acquisition of basic
information technology skills. This is why you aemcouraged to develop your
computer skills by availing yourself the opportynaf training that the Centre’'s
provide and put these into use.



In conclusion, it is envisaged that the course magewould also be useful for the

regular students of tertiary institutions in Nigewho are faced with a dearth of high
guality textbooks. We are therefore, delighted tespnt these titles to both our
distance learning students and the university'silsegstudents. We are confident that
the materials will be an invaluable resource to all

We would like to thank all our authors, reviewersl roduction staff for the high
quality of work.

Best wishes.
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Professor Bayo Okunade
Director
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Course Introduction

The course covers the basic knowledge of statistiéarence, which is the act of making
deductive statement about the related populati@m fithe quantity obtained from its
representative sample. This is carried out throesgfimation and test of hypothesis. Other
aspects considered are regression and correlat@iyséss as well as elementary time series
analysis.

Objectives of the Course
The objectives of this course are to:

1. introduce you to statistical inference, which ismajor division in the study of
statistics as a course;

2. explain the basic principles/theories in statidticderence and its application in
everyday usage; and

3. discuss basic statistical methods such as Regreasi Correlation analysis as well
as time series analysis.

At the end of the course, the you should:

1. have a working knowledge of statistical inferencel ats practical application in
handling real life situation; and

2. see regression and correlation as well as timeseanalysis as a course of study
and as an applied discipline, which is used iniaglveal life problems.
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Study Session 1: Introduction to Statistical Inferace

Introduction

Statistical inference means drawing conclusiongthas data. There are a many contexts in
which inference is desirable, and there are mapyagehes to performing inference. One

important inferential context is parametric mod€&lst example, if you have noisy (x; y) data
that you think follow the pattern y = 0 + 1x + arrthen you might want to estimate 0, 1, and

the magnitude of the error.

The aim of this study session is to introduce ymthe meaning of statistical inference. You
shall commence by giving the meaning and definitodrstatistics. Furthermore, you shall

also examine the components of statistical infezefitie other branches of statistics, apart
from statistical inference, will also be treated.

Learning Outcomes for Study Session for Study Ses#i 1

At the end of this study session, you should be &l

1.1 Definition of Statistics
1.2 Explain Types of Statistics
1.3Discuss on Population

1.1 Definitions of Statistics

Branch of mathematics concerned with collectioassification, analysis, and interpretation
of numerical facts, for drawing inferences on thasib of their quantifiable likelihood

(probability). Statistics can interpret aggregatedata too large to be intelligible by ordinary
observation because such data (unlike individuantjties) tend to behave in regular,

predictable manner.
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1.1.1 History of Statistics

The origin of statistics may be traced to two arefhsterest, which are very dissimilar:
games of chance and what we now call politicalrsm@e In the middle of eighteenth century,
studies in probability (motivated in part by intsrein games of chance) led to the
mathematical treatment of errors of measurement taedtheory, which now forms the

foundation of statistics.

In the same century, interest in the descriptiod analysis of political units led to the

development of methods, which have now come urdehéading of descriptive statistics.

Statistics is a relatively new subject in the aula of institutions of learning, but its use is as
old as history itself. The word ‘statistics’ origiied from the Latin word “Status’ that is
“State”.

Its formalization as a teaching and practising iglste emanated from a realization of its
indispensability in decision-making processes iragdas of human endeavours. In everyday
life, we encounter problems that need scientificisiens or solution. Many of these
decisions may be quite simple, while some are #wuwli that they need to be studied with

relevant information.

For instance, a lecturer may be late in arrivingHis lectures; students are faced with the

decision to wait or not to wait for him.
1. If the lecturer does not usually come late forledures, you may decide to go away.

2. If he usually comes late, then you may decide tib fwahim.

In both cases the students base their decisiondagiee of rational belief called probability.
Decisions in social and management sciences, healbgciences, technology and medical
sciences to mention a few require quantitativerimgttion, and its analysis facilitates action

by ensuring our understanding of the mechanichkeftinderlying phenomena.

In its initial conception, statistics is the colien of the population and of socio-economic

information vital to the state. The state requirdsrmation on the number of taxable adults,
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to allow for a projection of reliable total incomie. this century, statistics has advanced far

beyond that narrower conception.

In general, the word “statistics” has three pogsdunnotations, depending on the context of
the application: as a subject, as a piece of inédion and as a mathematical function.
Statistics, as a subject is defined as the sciemtiethodology which is concerned with the
planning, collection, summarization, presentatianalyzing and interpretation of data to

meet a lot of specified objectives.

As a piece of information, statistics is a piecegafntitative data such as graduates’ data,
export data, etc. As a mathematical entity, statiss a function of observation. In a nutshell,
statistics can be defined as the study of the igdles and theory involved in the planning,
collection, summarizing, analyzing and interpretatof data and the subsequent utilization

of the results.

In Text Question
Branch of mathematics concerned with collectioassification, analysis, and interpretation
of numerical facts, for drawing inferences on ttesi of their quantifiable likelihood is

called

(a) Strategy
(b) Statistics
(c) Inference
(d) Numerical

In Text Answer

The answers is (b) Statistics

1.2 Types of Statistics

Inferential Statistics. Inferential statistics, th& name suggests, involves drawing the right
conclusions from the statistical analysis that b@sn performed using descriptive statistics.
In the end, it is the inferences that make studigsortant and this aspect is dealt with in

inferential statistics.

Statistics can be divided into three parts namely:
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+ Descriptive Statistics

This has to do with the reduction of mass of data few members, which are quantitative
expressions of the salient characteristics of th&a.dAlso it summarizes and gives a
descriptive account of numerical information in nforof reports, charts and diagrams.
Examples include all measures of central tenderayation and partition and presentation in

tabular and diagrammatic forms.

It also Deals with the presentation and collectodrdata. This is usually the first part of a
statistical analysis. It is usually not as simpdeitasounds, and the statistician needs to be
aware of designing experiments, choosing the figtiis group and avoid biases that are so

easy to creep into the experiment.

Different areas of study require different kindsasfalysis using descriptive statistics. For
example, a physicist studying turbulence in theotatory needs the average quantities that
vary over small intervals of time. The nature a$throblem requires that physical quantities

be averaged from a host of data collected throbglekxperiment.

% Statistical Method
Statistical method is a device for classifying datal making clear relationship existing

between them as well as the use of statisticas timobring out the salient points.

Mathematical concepts, formulas, models, techniaqusesl in statistical analysis of random
data. In comparison, deterministic methods are wdegte the data is easily reproducible or

where its behavior is determined entirely by iifahstage and inputs.

«» Statistical Inference

Although descriptive statistics is an importantrata of statistics and it continues to be
widely used, statistical information usually arigemn samples (from observations made on
only part of a large set of items), and this mehas its analysis will require generalizations

which go beyond the data.

As a result, the most important feature of the meggowth of statistics has been a shift in
emphasis from methods, which merely describe tohaus, which serve to make
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generalizations; that is, a shift in emphasis frdascriptive statistics to the methods of

statistical inference, or inductive statistics.

Since most of our everyday problems consist of gil@ci making, and for a statistician a
decision is usually about a statistical populationthe basis of evidence collected from a
sample taken from that population, the state ofgbpulation shall be called the state of

nature. It is the true state of things.

We may, by taking planned observation, be able #mkensome inference about the
population. If the state of nature is represemtga probability model, the inference made
about the state of nature on the evidence provigetie sample is called statistical inference.
In other words, statistical inference is the precesdrawing inference about the population

from the sample.

In Text Question
There are three types of statistics they are Detbeei Statistics, statistical method and

statistics inferencd.rue/False

In Text Answer

True

1.3 Population
Population is a collection of the individual itenvghether of people or thing, that are to be
observed in a given problem situation. You can aks®the word to describe a collection of

1 Human beings;

2 Animals, e.g. goats, cattle, birds and rats;

3 Inanimate objects, e.g. chairs, tables and farms;

4

Even a part of a given population like a class tofdents listening to a statistics

lecture.

A population can be finite or infinite, countable ancountable. Closely related to a
population is a sample. Quite often, we cannothredicthe units of a population even if we
have all the resources in the world to do so. Wéretve like it or not, we have to be satisfied

with a sample.
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1. Finite Population: A population is said to be finite if it consists affinite or fixed
number of elements (items, objects, and measuranoemtbservations)

2. Infinite Population: A population is said to be infinite if there is (#&ast
hypothetically) no limit to the number of elementsan contain. For example, a
possible roll of a pair of dice is an infinite pdation for there is no limit to the

number of times they can be rolled.

Example 1

The population for a study of infant health miglet &l the children born in Nigeria in the
1980s. The sample might be all babies born on #k M any of the years.

1.3.1 Sample

A sample is a group of units selected from a lagyeup (the population). By studying the
sample, it is hoped to draw valid conclusions alibatlarger group. A sample is generally
selected for study because the population is togeléo study in its entirety. The sample

should be representative of the general population.

This is often best achieved by random samplingoAlsefore collecting the sample, it is
important that the researcher carefully and coreplediefines the population, including a

description of the members to be included.

1.3.2 Advantages of sampling

Sampling ensures convenience, collection of intensind exhaustive data, suitability in
limited resources and better rapport. In addition this, sampling has the following
advantages also.

1. Low cost of sampling

If data were to be collected for the entire popatatthe cost will be quite high. A sample is a
small proportion of a population. So, the cost Wwéllower if data is collected for a sample of

population which is a big advantage.
2. Less time consuming in sampling

Use of sampling takes less time also. It consuness fime than census technique.
Tabulation, analysis etc., take much less timehendase of a sample than in the case of a
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population.
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3. Scope of sampling is high

The investigator is concerned with the generalratf data. To study a whole population in
order to arrive at generalizations would be impcatt Some populations are so large that
their characteristics could not be measured. Befwaneasurement has been completed, the

population would have changed.

But the process of sampling makes it possible tivearat generalizations by studying the

variables within a relatively small proportion bktpopulation.
4. Accuracy of data is high

Having drawn a sample and computed the desiredrigége statistics, it is possible to

determine the stability of the obtained sample @alu

A sample represents the population from which igsdrawn. It permits a high degree of

accuracy due to a limited area of operations.

Moreover, careful execution of field work is podsibUltimately, the results of sampling

studies turn out to be sufficiently accurate.
5. Organization of convenience

Organizational problems involved in sampling areyMew. Since sample is of a small size,
vast facilities are not required. Sampling is tli@m economical in respect of resources.
Study of samples involves less space and equipment.

6. Intensive and exhaustive data

In sample studies, measurements or observationwade of a limited number. So, intensive
and exhaustive data are collected.

7. Suitable in limited resources

The resources available within an organization tmalimited. Studying the entire universe is
not viable. The population can be satisfactorilyered through sampling. Where limited
resources exist, use of sampling is an appropsai@egy while conducting marketing
research.

8. Better rapport

An effective research study requires a good rappativeen the researcher and the
respondents. When the population of the studyrigelathe problem of rapport arises. But

manageable samples permit the researcher to estalolequate rapport with the respondents.
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1.3.3 Disadvantages of sampling
The reliability of the sample depends upon the ayppateness of the sampling method used.
The purpose of sampling theory is to make sampinoge efficient. But the real difficulties

lie in selection, estimation and administratiorsamples.
1. Chances of bias

The serious limitation of the sampling method iattih involves biased selection and thereby
leads us to draw erroneous conclusions. Bias anbes the method of selection of sample
employed is faulty. Relative small samples propediected may be much more reliable than

large samples poorly selected.
2. Difficulties in selecting a truly representativesample

Difficulties in selecting a truly representativengale produce reliable and accurate results
only when they are representative of the whole grdselection of a truly representative
sample is difficult when the phenomena under stgyof a complex nature. Selecting good

samples is difficult.
3. Inadequate knowledge in the subject

Use of sampling method requires adequate subjecifspknowledge in sampling technique.
Sampling involves statistical analysis and cal¢afabf probable error. When the researcher
lacks specialized knowledge in sampling, he maymdreerious mistakes. Consequently, the

results of the study will be misleading.
4. Changeability of units

When the units of the population are not in homegers, the sampling technique will be
unscientific. In sampling, though the number ofesais small, it is not always easy to stick to

the, selected cases. The units of sample may balydispersed.

Some of the cases of sample may not cooperatetingthesearcher and some others may be
inaccessible. Because of these problems, all thesaaay not be taken up. The selected cases
may have to be replaced by other cases. Changgadfilinits stands in the way of results of
the study.

5. Impossibility of sampling
Deriving a representative sample is di6icult, whive universe is too small or too
heterogeneous. In this case, census study is the adternative. Moreover, in studies

requiring a very high standard of accuracy, the@eng method may be unsuitable. There

will be chances of errors even if samples are dnanwst carefully.
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Summary

In this study session you have learnt about:

1. Statistics is aBranch of mathematics concerned with collectiorgssification,
analysis, and interpretation of numerical facts,diawing inferences on the basis of
their quantifiable likelihood.

2. Types of Statistics
Inferential Statistics. Inferential statistics,the name suggests, involves drawing the
right conclusions from the statistical analysis ttheas been performed using

descriptive statistics.
Statistics can be divided into three parts namely:

% Descriptive Statistics
% Statistical Method

«+ Statistical Inference

3. Population

Population is a collection of the individual itemghether of people or thing, that are to

be observed in a given problem situation.

Self-Assessment Questions (SAQs) for study session

Now that you have completed this study session,capuassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 1.1 (Testing Learning Outcomes 1.1)

Define Statistics

SAQ 1.2 (Testing Learning Outcomes 1.2)

Discuss Type of Statistics

SAQ 1.3 (Testing Learning Outcomes 1.3)

Explain Population
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Study Session 2: Elementary Idea of Sampling

Introduction

Sampling is concerned with the selection of a subsedividuals from within a statistical
population to estimate characteristics of the whmbdpulation. Each observation measures
one or more properties (such as weight, locatiolgrg of observable bodies distinguished as

independent objects or individuals.

The aim of this study session is to introduce yothe idea of sampling. Probability and non-
probability sample will be discussed. Sampling wihd without replacement will be
highlighted. Sampling distribution will be discudsd-inally, we shall work examples on

sampling distributions.

Learning Outcomes for Study Session 2

At the end of this study session, you should be &l

2.1Explain the Sampling
2.2Discuss Non-Probability Sampling Techniques

2.3 Highlight on Sampling Concept

2.1 Sampling Techniques

Sampling is a method of selecting a subset orgfaatpopulation that is representative of the
entire population. Various sampling designs andrgpies have been developed in an

attempt to improve this representation.
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There are two major categories

Figure 2.1: Major Categories

A sample is called a probability sample or randamgsle if each elementary unit or mem
of the population is being included in ttsample. Some of the probability sampl
techniques are:

1. Simple random sampling: This is one where each member of the populatior
equal chances of being included in the sample. iEhashieved by use of ti
a. Lottery method, ¢
b. Random number tab
2. Systematic Sampling: This is one where sample elements are selectedgatar
intervals from the sampling frame; the list ofthkk elements in the populati

3. Stratified Sampling: This is a technique where the population is divided groups
cdled strata and sample elements are selected tr@mgmple random sampling frc
each group. Each group should be as homogenemaossible

4. Cluster Sampling: Here the population is divided into groups and radcem sampl
of groups is selected. Alhe elements in the selected groups are investigétesl
commonly used, when there is no adequate listavhehtary units called fran

5. Multistage Sampling This is one where, population elements are s&deict two or
more stages. For example, itwo - stage sample, the whole country is divided

state and local governments. The first stage cbeld random selection of five sta
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and the second stage could be the selection of gmaernments from the selected

states.

In Text Question
This is a technique where the population is diviohéd groups called
(a) Cluster Sampling
(b) Multistage Sampling
(c) Stratified
(d) Simple Random

In Text Answer

The answer is (c) stratified

2.2 Non-Probability Sampling Techniques

Some of the Non-probability sampling techniques are

1. Quota Sampling: This is one where, although the population is d&d into
identified groups, elements are selected from egabup without recourse to
randomness. Here the interviewer is free to uselisizetion to select the units to be
included in the sample. This method is commonlyduse opinion poll, by the

journalist and in market research.

2. Judgmental or Purposive Sampling:This is a sample whose elementary units are
chosen according to the discretion of expert whdaimiliar with the relevant
characteristics of the population. These samplmtsiare selected judgmentally, and

there is a heavy possibility of biasness.

2.2.1 Sampling with and without Replacement
The sampling method, where each member of a paopualatay be chosen more than once is
called sampling with replacement. However, if easbmber cannot be chosen more than

once, such a sampling method is called samplinigowitreplacement.
Explain 1

To illustrate the notion of a random sample frorfingte population, let us consider first a
finite population, consisting of 5 elements which shall label a, b, ¢, d, e. This might be the
incomes of 5 professors, weights of 5 studentssanain. To begin with, let us see how many

different samples of say, size 3, can be taken tlogifinite population.
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n! . . .
Answer: There are'C, :ﬁways in which r objects can be selected from aket
r:n-r):

n objects. n = 5, and r = 33 = 10 different samples namely abc, abd, abe, bcel, cde,
acd, ace, ade, bde. If we select one of the 10ldessamples in such a way that each has the
same probability of being chosen, we say that we laasimple random sample.

Explain 2

Suppose we have a bowl of 100 unique numbers fram3d®. We want to select a random
sample of numbers from the bowl. After we pick antwer from the bowl, we can put the
number aside or we can put it back into the bofmivd put the number back in the bowl, it

may be selected more than once; if we put it asidan selected only one time.

When a population element can be selected more dhantime, we are sampling with
replacement. When a population element can betedlemly one time, we are sampling

without replacement.

2.2.3 Sampling Distributions
Sampling distribution concept ties in closely witie idea of chance variation or chance

fluctuations for measuring the variability of datd&or random samples of size n from a

population having the mean and the standard deviation the sampling distribution of

has the meanu, = and its standard deviation is given by, =% H if sampling is
n\/ _

. o . o .
without replacement, and, =—= if sampling is with replacement. It is customawyéfer to

Jn
o, , the standard deviation of the sampling distrinutof the mean, as the standard error of

the mean. Its role in statistics is fundamentaljtameasures the extent to which means

fluctuate, or vary, due to chance.

Example

Let the ages at last birthday of 5 children be 26,38, and 11, suppose that two of the
children are selected at random with replacemeaitulate the following:

1. Mean and Standard deviation
2. List the possible sample of size 2
3. Using the result of part 2, construct a samplingjrdiution of the mean for random
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samples of size two.

4. Calculate the mean and standard deviations of ribleapility distribution obtained in

part 3 and verify the result with the result in 1.

Solution
5
2%
— =1
1. M7 N
_ 2+ 3+ 6+ 8+ 11:6
5
5
DX =p)?
ogr==
N
_(2-6)°+(3- 6y + (6~ 6]+ (8 6j+ (1 6)_,
5
o = 329
2. There are 5(5) = 25 samples of size twoclwlgan be drawn with replacement as
follows:
(2, 2) (2,3) (2,6) (2,8) (2,11)
(3. 2) (3.3) (3.6) (3.8) (3,11)
(6, 2) (6,3) (6,6) (6,8) (6,11)
8, 2) (8,3) (8,6) (8,8) (8,11)
(11, 2) (11, 3) (11, 6) (11, 8) (11, 11)
3.
S/N 1 2 3 4 5 6 7 8 9 10 11 12 13 14
X 2 25 3 4 45| 5 55/ 6 6.5 7 8 8b 95 11
Proba
il 1/25 2/25 | 1/25 2/25 2/252/25| 2/25| 1/25| 2/25| 4/25| 1/25| 2/25| 2/25 | 1/25
ility
4,
U =(2xY 25+ 2% 225 (30/125) (40/ 225 (4.3 250G 251 ..+ (Lk 2 2

=150/25=6.0
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lllustrating the fact thap:, = y

1 1

02=(20-60°X—+..c....... + (L1- 6.0)* x—
y = ( ) 2% @ ) o
0;2:1—35:5.40

25
so that
o, =+ 540 = 232

o .
o, =—=——=1540
This illustrates the fact that for sampling withplecement n :

agreeing with the above.

2.3 Sampling Concept

The following are the sampling concept:

a) Population

The collection of all units of a specified typeargiven region at a particular point or period
of time is termed as a population or universe. Tinesmay consider a population of persons,
families, farms, cattle in a region or a populatairtrees or birds in a forest or a population
of fish in a tank etc. depending on the natureathdequired.

b) Sampling Unit

Elementary units or group of such units which besideing clearly defined, identifiable and
observable, are convenient for purpose of samgliegcalled sampling units. For instance, in
a family budget enquiry, usually a family is coresied as the sampling unit since it is found
to be convenient for sampling and for ascertainiveggrequired information. In a crop survey,
a farm or a group of farms owned or operated byuaséhold may be considered as the

sampling unit.
¢) Sampling Frame
A list of all the sampling units belonging to thepulation to be studied with their

identification particulars or a map showing the hadaries of the sampling units is known as

31



sampling frame. Examples of a frame are a listaoing and a list of suitable area segments
like villages in India or counties in the Unitechfs. The frame should be up to date and free

from errors of omission and duplication of samplumgts.

d) Random Sample

One or more sampling units selected from a popratccording to some specified
procedures are said to constitute a sample. Theleawill be considered as random or
probability sample, if its selection is governedasgertainable laws of chance.

In other words, a random or probability sample sample drawn in such a manner that each
unit in the population has a predetermined proligbdf selection. For example, if a
population consists of the N sampling units Ul,,.UaJi,...,UN then we may select a
sample of n units by selecting them unit by unithmaqual probability for every unit at each

draw with or without replacing the sampling uniédegted in the previous draws.

e) Non-random sample

A sample selected by a non-random process is team@dn-random sample. A Non-random
sample, which is drawn using certain amount of jodgt with a view to getting a
representative sample is termed as judgment oropiwp sample. In purposive sampling
units are selected by considering the availabléliankinformation more or less subjectively

with a view to ensuring a reflection of the popigatin the sample.

This type of sampling is seldom used in large-ssal@eys mainly because it is not generally
possible to get strictly valid estimates of the wlagion parameters under consideration and
of their sampling errors due to the risk of biassubjective selection and the lack of

information on the probabilities of selection oé thnits.

f) Population parameters

Suppose a finite population consists of the N udits U2,...,UN and let Yi be the value of
the variable y, the characteristic under study,ti@r ith unit Ui, (i=1,2,...,N). For instance,
the unit may be a farm and the characteristic ustlety may be the area under a particular

crop.
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Any function of the values of all the populationitsr{or of all the observations constituting a

population) is known as a population parametetiraply a parameter. Some of the important

N
Y=Y
parameters usually required to be estimated ineysnare population tota. ' and
e N
Y= N
population mear. it

g) Statistic, Estimator and Estimate

Suppose a sample of n units is selected from alatgu of N units according to some
probability scheme and let the sample observatiendenoted by y1,y2,...,yn. Any function
of these values which is free from unknown popalaparameters is called a statistic.

An estimator is a statistic obtained by a specifiegdcedure for estimating a population
parameter. The estimator is a random variable endalue differs from sample to sample
and the samples are selected with specified prbteadi The particular value, which the

estimator takes for a given sample, is known asséimate.

h) Sample design
A clear specification of all possible samples ofgigen type with their corresponding

probabilities is said to constitute a sample design

For example, suppose we select a sample of n witlisequal probability with replacement,
the sample design consists of N possible samp@&n{ into account the orders of selection
and repetitions of units in the sample) with 1/Nntlae probability of selection for each of
them, since in each of the n draws any one of thenlts may get selected. Similarly, in

sampling n units with equal probability without l@gement, the number of possible samples

M

n

(ignoring orders of selection of units) [ J ane tbrobability of selecting each of the

1
)
samples i ]
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i) Unbiased Estimator

Let the probability of getting the i-th sample beaRd let ti be the estimate, that is, the value

of an estimator t of the population parame®r basedhis sample (i=1,2,...,M0), Mo
being the total number of possible samples foisgrexified probability scheme. The expected

=)= $tF

value or the average of the estimator t is give.. _,

An estimator t is said to be an unbiased estimafothe population parame®r if its

expected value is equal > irrespective of the lyes In case expected value of the
estimator is not equal to population parametergegtgnator t is said to be a biased estimator
of 8 . The estimator t is said to be positively opaiively biased for population parameter

according as the value of the bias is positiveegative.

]) Measures of error
Since a sample design usually gives rise to diftesamples, the estimates based on the
sample observations will, in general, differ froemgple to sample and also from the value of

the parameter under consideration.

The difference between the estimate ti based on-thesample and the parameter, namely

(ti- ©), may be called the error of the estimatd #ris error varies from sample to sample.
An average measure of the divergence of the diifezstimates from the true value is given

MI]
M) =E(t-8f = (1~ 8)°F
by the expected value of the squared error, wls it and this
is known as mean square error (MSE) of the estimatee MSE may be considered to be a

measure of the accuracy with which the estimagstimates the parameter.

The expected value of the squared deviation ofestemator from its expected value is
termed sampling variance. It is a measure of thierdence of the estimator from its expected

value and is given by

Vit = ot =E{t-E(O)F = E(t)2- | 0
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This measure of variability may be termed as thezipron of the estimator t. The MSE of t
can be expressed as the sum of the sampling varemt the square of the bias. In case of

unbiased estimator, the MSE and the sampling vegiane same.

The square root of the sampling varianc@) is termed as the standard error (SE) of the
estimator t. In practice, the actual valuedgf) is not generally known and hence it is usually

estimated from the sample itself.

k) Confidence interval

The frequency distribution of the samples accordinthe values of the estimator t based on
the sample estimates is termed as the samplingbdison of the estimator t. It is important
to mention that though the population distributiomay not be normal, the sampling
distribution of the estimator t is usually close iormal, provided the sample size is

sufficiently large.

If the estimator t is unbiased and is normally rihsted, the interval {t £KSE(L) IS
expected to include the param®zr  in P% of thescaéere P is the proportion of the area
between —K and +K of the distribution of standacdmmal variate. The interval considered is
said to be a confidence interval for the param® :ewith a confidence coefficient of P%
with the confidence limitt — K SE(t) and t + K SE(

For example, if a random sample of the recordsattebes in routine use in a large factory
shows an average life t = 394 days, with a standamt SE(t) = 4.6 days, the chances are 99
in 100 that the average life in the population attéries lies between

tL = 394 - (2.58)(4.6) = 382 days

tU = 394 + (2.58)(4.6) = 406 days

The limits, 382 days and 406 days are called loarat upper confidence limits of 99%

confidence interval for t. With a single estimatenfi a single survey, the stateme® “ lies
between 382 and 406 days” is not certain to beectriThe “99% confidence” figure implies

that if the same sampling plan were used may timespopulation, a confidence statement
being made from each sample, about 99% of thesenstats would be correct and 1%

wrong.
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In Text Question
The frequency distribution of the samples accordmthe values of the estimator based on

the sample estimatebrue/False

In Text Answer

[) Sampling and Non-sampling error

The error arising due to drawing inferences abletgopulation on the basis of observations
on a part (sample) of it is termed sampling eriidre sampling error is non-existent in a

complete enumeration survey since the whole pojpulat surveyed.

The errors other than sampling errors such as tlwseng through non-response, in-
completeness and inaccuracy of response are taroredampling errors and are likely to be
more wide-spread and important in a complete enatio@r survey than in a sample survey.
Non-sampling errors arise due to various causdd frgpm the beginning stage when the

survey is planned and designed to the final stagenvthe data are processed and analyzed.

The sampling error usually decreases with increasample size (number of units selected

in the sample) while the non-sampling error isliike increase with increase in sample size.

As regards the non-sampling error, it is likely te more in the case of a complete
enumeration survey than in the case of a samplegwince it is possible to reduce the non-
sampling error to a great extent by using bettgawization and suitably trained personnel at

the field and tabulation stages in the latter timaite former.

Summary

In this study session you have learnt about:

(1) Sampling is a method of selecting a subset or part of aulapn that is
representative of the entire population. Various@ang designs and techniques have
been developed in an attempt to improve this remtasion.

(2) Non-Probability Sampling Techniques:

» Quota Sampling: This is one where, although the population is d#di into
identified groups, elements are selected from egcup without recourse to

randomness. Here the interviewer is free to useib@etion to select the units to
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be included in the sample.

» Judgmental or Purposive Sampling:This is a sample whose elementary units
are chosen according to the discretion of exped sHamiliar with the relevant
characteristics of the population.

Sampling Concept:

Population

Sampling Unit

Sampling Frame

Random Sample

Non-random sample

Population parameters

Statistic, Estimator and Estimate

Sample design

© © N o g s~ w D PE

Measures of error
10. Confidence interval

11.Sampling and Non-sampling error

Self-Assessment Questions (SAQs) for study sessibn

Now that you have completed this study session,cauassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 2.1 (Testing Learning Outcomes 2.1)
Explain Sampling Techniques

SAQ 2.2 (Testing Learning Outcomes 2.2)
Discuss non Probability Sampling

SAQ 2.3 (Testing Learning Outcomes 2.3)

Discuss the following:
% Population

% Unit Sampling
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Study Session 3: Large Sample Distribution of Meansand

Difference of Means

Introduction

The aim of this study session is to introduce yowhat large sample distribution of means
and difference of means are all about. Also we Isiakk examples on large sample

distribution of means and difference of means.

Learning Outcomes for Study Session 3

At the end of this study session, you should be &l

3.1Discuss the Central Limit Theorem

3.2Explain the Variance of the Sampling Distributidivteans: Parameter Known
3.3Highlight on Large Sample Distribution of Means

3.1 The Central Limit Theorem

The Central Limit Theorem provides us with a sharto the information required for

constructing a sampling distribution.

By applying the Theorem we can obtain the desegptialues for a sampling distribution
(usually, the mean and the standard error, whiatommputed from the sampling variance)
and we can also obtain probabilities associatel anty of the sample means in the sampling
distribution.
7 =X"H

.

X

In other words, if n is large, the sampling digttibn of the statistic

can be approximated closely with the standard nbdisribution. It is difficult to state
precisely how large n must be so that this theoa@plies; unless the distribution of the
population has a very unusual shape. However, fiheoaimation will be good even if n is

relatively small- certainly, if n is 30 or more.
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Instead we will focus on its major principles.
They are summarized below:
If we randomly select all samples of some size Noda population with some mean
M and some variance of 6 2 , then
» The mean of the sample means () will equal M pihygulation mean;
» The sampling variance will be here (the populatiariance divided by N , the sample
size). The standard error will equal the squaré¢ ebthe sampling variance;
» The sampling distribution of sample means will mdesely approximate the Normal

Distribution as N increases.

We'll discuss each of these points separately enfthlowing sections of this chapter. But
before we do, let us be sure to emphasize the thssemptions of the Central Limit
Theorem: we know what size sample (N) we would tikelraw from the population, and,

more importantly, that we know the two populati@rgmeters M and 6 2.

3.1.1 The Mean of the Sampling Distribution of Meas: Parameter Known
According to the Central Limit Theorem, the mearthted sampling distribution of means is
equal to the population mean. We have already wbdethis in the examples given in the

previous chapter.

Our population, consisting of the values 5, 6, an8 9, has a mean of 7. When we took all
samples of N =2 or N = 3 out of this populatithre mean of all the resulting sample means

() in the two sampling distributions were both alo 7.

Therefore, if we know the parameter mean, we cathsemean of the sampling distribution
equal to M .This allows us to avoid two massivdifficult steps: (1) calculating sample
means for all possible samples that can be dramm the population and (2) calculating the

sampling distribution mean from this mass of sanmpéans.

In Text Question
By applying the Theorem we can obtain the deserptialues for a samplinfyequency.

True\False

In Text Answer

False(distribution)
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3.2 The Variance of the Sampling Distribution of Mans: Parameter
Known

According to the Theorem, the variance of the samgpdlistribution of means equals the
population variance divided by N, the sample sizge population variance (0) and the size
of the samples (N) drawn from that population hibgen identified in the preceding chapter

as the two key factors which influence the varigpif the sample means.

As we saw in the examples in that chapter, theelatge variance of the values in the
population, the greater the range of values thatsdtimple means can take on. We also saw
that the sample size was inversely related to theability of Sampling, Measurement,
Distributions, and Descriptive Statistics sampleanse the greater the sample size, the

narrower the range of sample means.

The effect of both factors is thus captured by cotimg the value of the sampling variance as
02/ N. If we know the variance of the populationiasl as the sample size, we can determine

the sampling variance and the standard error.

This aspect of the theorem can be illustrated laygusur running example. As you can see in
Table3.1, the variance of the population equal®.2Applying the Central Limit Theorem to
sample sizes of N= 2 and N = 3 yields the samgplariances and standard errors shown in
Table 3.1. For N =2 and N= 3,

Table 3.1 also shows the sampling variance asmdatd error for a sampling distribution
based on a sample size of N = 4 drawn from the gaopelation. Had we calculated these
values from the set of 625 sample means, we woale lobtained exactly the same results

for the variance and standard error.

But what do we do when the population parametersiaknown? For example, assume that

We are interested in studying the population of Ipawarried couples. Specifically, we are

interested in the amount of time they spend talkmgeach other each week about their
relationship. It is highly unlikely that any paratees for this population would be available.

As we have already mentioned several times, theraesof known parameters is very
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common in communication research. How are we tag®d under these conditions? In the
absence of known parameters we will have to makevitlo reliable estimates of these
parameters. Such reliable estimates can be obtawresh we take random samples of
sufficient size from the population.

Suppose that we draw a random sample of N = 400 fnis population. After measuring the
amount of time these newlyweds spend talking to amather about their relationship we
observe the mean to be 2 hours per week and thplesatandard deviation is 1 hour per
week. You will use this information to estimate thean, the variance and the standard error

or the sampling distribution.

In Text Question
Descriptive Statistics sample means: the greaterséimple size, the narrower the range of

sample meand.rue/False

In Text Answer

True

3.2.1 The Mean of the Sampling Distribution of Meas: Parameter Unknown

Since we have only a single sample mean, we camipate the mean of the means. But we
can make a simple assumption, based on probabildy will allow us to work from the
results of this single sample.

You know that the most probable mean found in tAe@ing distribution is the true

population mean and that this mean is at the center
Table 3.1
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Sampling Distribution Variances Computed from Population Variance

X, - M)’
5 4
6 1
7 0
8 1
9 <

10=Y(X,-M)

, 10 : .
o = s = 2.00, population variance
N=2 N=3 N=4
' i * 2 2 2
Sampling Uarlanc? [ 1.00 £ _ 672 £ _ 500
- N 2 3 4

Standard Error = V1.00 =1.00 V.672 =819 V.500 =.707

of the sampling distribution. So if we have onlyeosample from a population, the
assumption that the value of the sample mean isairee as the value of the population mean
is more likely to be correct than any other assuwnpive could make. When we do this, we

place the center of the sampling distribution righthe sample mean.

That is, we arrange our sampling distribution acbtire computed value of our sample mean.
It is important to note that the sample mean of i2.Ghe best estimate of the unknown
population (or true) mean. But we have to realied there is also the possibility that the true

population mean is somewhat higher or lower thanfigure.

You can use the sampling distribution to describ@ Iprobable it is that the real population

means falls somewhere other than the computed samgzn.

3.2.3 The Variance of the Sampling Distribution oMeans: Parameter Unknown
The sampling variance (and hence the standard)ereor be estimated from the sample

variance if we are willing to make the followingsasnption.

If we are willing to assume about the populatiomiarace what we assumed about the
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population mean, namely, that the most probableevédr this unknown parameters is the
one which we have computed from our sample, weagmin work with the results of our
single sample.

Sampling Variance= var /

N

=1/400 =.0025

Std Error = \/\-':,u'/ N = \l{ ] / 400 =0.05hrs

Std Err::rr:_yd/ﬁ = ];"\,"4{Jﬂ =1/20 = 0.05hrs

Table 3.2

0.50
3 045 Observed Sample Mean = 2
5 0.40
= Normal
g 035 Distributic
S 0.30 Assumed

by Centra

o Da Limit
©0.20 Theorem
§_0.15
& 0.10

0.05

0.00

1 0 1 2 3 4

Values of Mean

You now have a complete description of the samptirggribution, constructed from the
information provided by a single random sample. ©tiee sampling distribution has been
identified, either by using known parameters, orusng estimates of these parameters
obtained from samples, we can now use this didtdbuo carry out the next important step:

computing the probabilities of the means in the@arg distribution.

You need these probabilities to be able to makersiants about the likelihood of the truth or
falsity of our hypotheses, as we've already memtibin the previous chapter. Whether the

sampling distribution was derived from known pargeneor from estimates matters little in
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terms of the remainder of the discussion in thigptér, as long as one condition is met: if
estimates are used, the sample from which the asgrare derived should be sufficiently

large.

A violation of this condition does not alter thegio, but requires some computational
adjustments. Any statistics text will show you htacarry out these adjustments whenever

small samples are encountered.

3.3 Large Sample Distribution of Means

Suppose a random sample of sizefrom population A yield a mearX, ; we know that
provided n is large and sampling is done from a finite popatatand it is done with
replacement theiX, ~ N(u,,0% /' n,) and

Z_ )zA_/’[A

I,
n A

which has the standard normal distributidh;and ¢ being population mean and standard
deviation respectively. When the population variaauﬁTc2 is not known but n is sufficiently
large, we may usé’ :ilz(xi - X)? in its place. The approximation is still good.

n-15

If sampling is done without replacement, the Z edbd@comes

Z - >2<A _/'IA
I (N
n, N-1
Example 1

In a savings bank, the average deposit is N160U5 avstandard deviation of N17.5. What is
the probability that a group of 200 accounts takdhshow an average deposit

1. of more than N1657?
2. between 158.00 and 164.00

Solution
1 P(X>165=1-P(X <165
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165-160.
17.5

200
=1-¢(3.6386)
=1-0.9999
=0.0001

5, P(58< X <169

158-160.5 164 160.F
=P( <Z< )
/17.52 / 17.5
200 200
164- 160. 158 160t
= 3

1.24 1.24 )
=$(2.830)- ¢ ( 2.018

— ¢ (2830 -1+¢ (2018
=0.9977-1+0.978

=1-P(Z<

Note
0.9977 is the value for 2.830 from the Z- normalédikewise 0.97§‘(_Z) =1-¢(2)

3.3.1 Large Sample distribution of difference of mans

If a random sample of sizg taken from an X-population yields meahand an independent
one of size f from a Y-population yields meah ,we know that the sampling distribution of
the differenceX —Y is normal with meany, ; = i, -, the difference of the population

2 2
means and variance; ; = 02 + 0% = U% +% where o7 is the variance of X- population
X
. . . = = 0'2 0'2
and o; is the variance of the Y-population. i.g.-Y ~ N(,uX U, % + %j
X

/=

x _Y_(lux _/'IY) _ N(O,l)
% 7)
Ny n,
When g% and o are not known, provided,and r are sufficiently large, they may be
estimated by
a2 1 w\2 a2 1 )2
§=—2(X-X". § :EZ(X_ X)

Example 2

The mean weight of an army is 70kg with a stand@rdation of 5kg. What is the probability
that 2 independent random groups of soldiers’ atimgj of 36 and 45 from the army will
differ in their mean weight by

46



1. 2kg orless
2. 1kg or more

Solution
Let X,, X, respectively denote the sample mean

(1) P[IX -X,|<2]
=P[-2< X, - X,< 2]

)zl_)_( _(ﬂl_#z)

Z= ;
(%1%
n n
_p -2 X, = X, 2

< <
1 1 1 1 1 1
25—+~ |25 +—= |25+
e L ek I s

=9
\/2 36 45 \I %GJF 45)

25(— +-—)
36 45

=2¢(1.78885)- == 0.926

(@ PIX-X[21]=1- A X~ X|<1]

=1- 1 <Z<
25(i +—1
V"'36 45
=1-[2¢(0.8944) 1= 0.371

Summary

In this study session you have learnt about:
1. The Central Limit Theorem
The Central Limit Theorem provides us with a shairto the information required for

constructing a sampling distribution.

a7



2. The Variance of the Sampling Distribution of Means:Parameter Known
According to the Theorem, the variance of the sargpadistribution of means equals

the population variance divided by N, the same si

The population variance (0) and the size of the ptesn(N) drawn from that
population have been identified in the precedingptér as the two key factors which
influence the variability of the sample means.
3. Large Sample Distribution of Means
Suppose a random sample of sizefrom population A yield a mearX, ; we know that
provided n is large and sampling is done from a finite popatatand it is done with

replacement

Self-Assessment Questions (SAQs) for study sessin

Now that you have completed this study session,cauassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mleet study Support Meeting. You can
check your Define School answers with the NoteghenSelf-Assessment questions at the
end of this Module.

SAQ 3.1 (Testing Learning Outcomes 3.1)
Briefly Discuss on Central Limit Theorem

SAQ 3.2 (Testing Learning Outcomes 3.2)
Enumerate the Variance of the Sampling DistribubbMeans: Parameter Known

SAQ 3.3 (Testing Learning Outcomes 3.3)

Explain Large Sample Distribution of Means
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Study Session 4: Large Sample Distribution of Proption and

Difference of Proportions

Introduction

The mean of the distribution of sample proportianequal to the population proportion ( p ).
The standard deviation of the distribution of saanmloportions is symbolized by SE (p ")

and equals p (% p ) n ; this is known as the standard error of p " .

The aim of this study session is to introduce youwhat large sample distribution of
proportion and difference of proportions are athah You shall also work examples on large

sample distribution of proportion and its differenc

Learning Outcomes for Study Session 4

4.1 Explain large Sample Distribution of Proportion

4.2 Large Sample Distribution of Difference of Propons

4.1 Large Sample Distribution of Proportion

What is the mean of the sampling distribution & siample proportion?

The mean of thedistribution of sample proportionsis equal to the populatigoroportion,

p . If p is unknown, we estimate it using p * . ™tandard deviation of thaistribution of
sample proportionsis symbolized by S E ( p ~ ) and equals p(f) n ; this is the standard
errorof p .

Let p be the sample proportion obtained from a@amdample of size n and p the population
proportion. Assume that the population is infiniteif it is finite assume that sampling is

done with replacement.

Z — P_ pO
[ Po%
n
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which has the standard normal distribution

Note: p +gp = 1. If sampling is done without replacement Zdraees

4.1.1 Rule of Sample Proportions (Normal Approximabn Method)

If samples of the same sizr) (are repeatedly randomly drawn from a populatemmg the
proportion of successes in each sample is recofd@dthe distribution of the sample
proportions (i.e., the sampling distribution) ca@ &pproximated by a normal distribution
given that botmxp>10 andnx(1-)>10.

This is known as thBule of Sample Proportions. Note that some textbooks use a

minimum of 15 instead of 10.

The mean of the distribution of sample proportiaequal to the population proportiop) (
The standard deviation of the distribution of saenmloportions is symbolized ISHp~) and
equalsp(1-p)n————- \; this is known as thstandard error of p". The symbobp” is also
used to signify the standard deviation of the distion of sample proportions.

Table 4.1: Standard Error

Standard Error of the Sample Proportion

SE(};} _ p(1 —p)

n

If p is unknown, estimate p using p

The box below summarizes the rule of sample propust
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Characteristics of the Distribution of Sample Proportions

Given bothn x p > 10 and n x (1 — p) = 10, the distribution of sample proportions will be approximately normally distributed
with a mean of p; and standard deviation of SE(p)

Mean

My =P

Standard Deviation ("Standard Error")

SE(p) = /22

Example 1

If David classifies his yams by weight as large anthll and finds that 40% are large, find
the probability that in a random sample of 150 y&ms David’s farm

I. more than 33% are large

ii. more than 30% but less than 40% are large

Solution

i. P[P>033=1P[P< 0.3}

P- P-0.4

P <
/ﬂ /0.4>< 0.6
n 150

=1-P

0.33-04 -0.067

. :1_
P /0.4>< 0.6 # 0.04 )
150

=1-[1-$(1.675)

=1-

=0.9530

i. P(0.30< p< 0.42
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_ P[O.S— 0.4< 7 < 0.42 O.j
0.04 0.04

0.42- 0. 0.3 04
0.04 As 4 0.04)

=¢(

=¢(05) -1+¢ (25
=0.6853

4.2 Large Sample Distribution of Difference of Proprtions

Statistics problems often involve comparisons betwivo independent sample proportions.
This lesson explains how to compute probabilitissoaiated with differences between

proportions.
4.2.1 Difference Between Proportions: Theory

Suppose we have two populations with proportionsaktp R and B. Suppose further that
we take all possible samples of size and n. And finally, suppose that the following

assumptions are valid.

< The size of each population is large relative mghmple drawn from the population.
That is, N is large relative to ;p and N is large relative to 21 (In this context,
populations are considered to be large if theyatrieast 20 times bigger than their
sample.)

< The samples from each population are big enoughustify using a normal
distribution to model differences between proposioThe sample sizes will be big
enough when the following conditions are mafyre> 10, n(1 -P,) > 10, nP, > 10,
and n(1 - B) > 10.

(This criterion requires that at least 40 obseoratibe sampled from each population.

When R or P, is more extreme than 0.5, even more observatianseguired.)

< The samples are independent; that is, observaitiopspulation 1 are not affected by

observations in population 2, and vice versa.
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Given these assumptions, we know the follovg:

% The set of differences between sample proportioiisb& normally distributed. We
know this from the central limit theorem.

+ The expected value of the difference between abipbe sample proportions is equal
to the difference between population proportionsus, E(p - p2) = P - P

s The standard deviation of the difference betweempsa proportions ;) is

approximately equal to:

Example 2
A bag contains 60 ripe and 40 unripe bananas @iteindependent random samples; each of

50 bananas is drawn from the bag. Find the proibabilat the number of ripe banana in the

sample differs by more than 6.

Solution

6 6
P[|PA -B,|> %} =1- P[|PA e %}

Using the Z statistic, we have

6 —6
_ 50 50
=1- _
A /2><O.6><O.4) A /2><0.6><0.4)
50 50

=2[1-¢(1.328) = 0.184

Summary

In this study session you have learnt about:

1. Large Sample Distribution of Proportion
What is the mean of the sampling distribution @& sample proportion?
The mean of the distribution of sample proportimequal to the population proportion,
p . If p is unknown, we estimate it using p * . Bt@ndard deviation of the distribution of
sample proportions is symbolized by S E (p * ) endals p ( - p ) n ; this is the

standard error of p
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2. Large Sample Distribution of Difference of Proportions

Statistics problems often involve comparisons betwivo independent sample proportions.
This lesson explains how to compute probabilitissoaiated with differences between
proportions.

Self-Assessment Questions (SAQs) for study sessibn

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at tlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 4.1 (Testing Learning Outcomes 4.1)
Discuss on Large Sample Distribution of Proportion

SAQ 4.2 (Testing Learning Outcomes 4.2)

Explain the Large Sample Distribution of DiffererafeProportions
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Study Session 5: Introduction to Estimation

Introduction

In actual applications, the values of the paramseteil not be known. You turn your
attention now from probability to statistics. S¢éitis deals with the problem of estimating

parameters and making inference about the valuparaieters based on data

The focus of this study session is on the theorgsiimation. You will be introduces to
nature of estimates that are bound to be encouhiareveryday usage. You will also be

exposed to confidence interval estimate of popagpiarameters and confidence coefficient.

Learning Outcomes for Study Session 5

At the end of this study session, you should be &l
5.1 Define Estimation

5.2 Explain the Interval Estimate

5.1 Definition of Estimation

Estimation is a process by which a statistic (sungnad a collection of numerical data e.g.
total, range, average, etc.) obtained from a samsplsed to estimate the parameters of the
population from which the sample has been draws.nked arises in practically every
statistical decision-making in all spheres of liféwe following are the nature of estimates we

are bound to encounter in everyday usage.

5.1.1 Unbiased Estimate

A statistic is called an unbiased estimator of gubation parameter if the mean or

expectation of the statistic is equal to the patamg(X) = u

The corresponding value of the statistic is thdledan unbiased estimate of the parameter.
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5.1.2 Efficient Estimate

If the sampling distributions of two statistics leathe same mean, the statistic with smaller
variance is called a more efficient estimator ¢ thean. The corresponding value of the
efficient statistic is then called an efficientisste. Clearly in practice, the target is to have

estimates, which are both efficient and unbiadsalgh it is not always possible.

5.1.3 Point Estimate
This is an estimate of a population parameter, wliqgiven by a single numerical value e.g.

Xi ) .
mean,X =“<— is a point estimate for p.
n

Point Estimates of Population Parameters

From the sample, a value is calculated which seagea point estimate for the population
parameter of interest.

a) The best estimate of the populatpmrcentage m, is the sample percentage, p.
. : . _ X
b) The best estimate of the unknown populatmean, [, is the sample mearx :Z__
n
This estimate oft is often written{l and referred to as 'mu hat'.

c) The best estimate of the unknown populatstandard deviation, o, is the sample
standard deviation s, where:

¥ (x -%)2
(n-1)

This is obtained from the&X, —key on the calculator.

S =

N.B. s =

from X, isnot used as it underestimates the value of

5.2 Interval Estimate

An estimate of a population parameter given by twmnerical values between which the
parameter may be considered to lie with a givergndity is called an interval estimate of

the parameter, that i6x—error< <X+ error) is an interval estimate. For instance, with

95%, the population p will be betwea:1.96-—

n
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5.2.1 Interval Estimate of Population Parameter (Cofidence interval)
Sometimes it is more useful to quote two limitsween which the parameter is expected to
lie, together with the probability of it lying ith&t range.
The limits are called theonfidence limits and the interval between them thenfidence
interval.
The width of the confidence interval depends on thee sensible factors:

a) The degree of confidence we wish to havt in

i.e. the probability of it including thieuth', e.g. 95%;
b) The size of the sample, n;
c) The amount of variation among the membérthe sample, e.g. for means this the

standard deviation.

The confidence interval is therefore an interval centers on the pointnestie, in this case

either a percentage or a mean, within which we edxgbpe population parameter to lie.

The width of the interval is dependent on the wharfce we need to have that it does in fact
include the population parameter, the size of timpe, n, and its standard deviation, s, if
estimating means. These last two parameters atetaselculate thetandard error, sin,

which is also referred to as the standard deviadfdhe mean.

The number of standard errors included in the valeis found from statistical tables - either
the normal or the t-table. Always use the norméales for percentages which need large
samples. For means the choice of table dependfhersdample size and the population
standard deviation:

Table 5.1: Population Standard Deviation

Population standard deviation
Known: Unknown:
Sample size o <
standard error == standard error ==
Jn Jn
Large Normal tables Normal tables
Small Normal tables t-tables
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5.2.2 Interpretation of Confidence intervals

How do we interpret a confidence interval? If 1@@ikr samples were taken and analyzed
then, for a 95% confidence interval, we are comfidkat 95 of the intervals calculated would
include the true population mean. In practice welt® say that we are 95% confident that
our interval includes the true population valuetéNthat there is only one true value for the
population mean, it is the variation between sampWich gives the range of confidence

intervals.

In Text Question

The confidence interval is therefore an intervaltees on the vertical estimaferue/False

In Text Answer
False (Point)

5.2.3 Confidence Intervals for a Percentage or Pragtion

The only difference between calculating the intefeapercentages or for proportions is that
the former total 100 and the latter total 1. Thi$edence is reflected in the formulae used,
otherwise the methods are identical. Percentageprabably the more commonly calculated

so in Example 2 we will estimate a population petage.

The confidence interval for a population percentaiga proportiontt, is given by:

m = pxz W/p—[loo—pj for a percentage ornm = pxz 17p for a proportion
n n

where:1tis the unknown population percentage or proponeimg estimated,

p is the sample percentage or proportion, i.epthet estimate forg,
z is the appropriate value from the normal tables,

n is the sample size.

The formulaewfp—[loo_pj and Pil=p represent the standard errors of a percentage and
n n

a proportion respectively.

The samples must be large, ( >30), so that the alcable may be used in the formula.
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We therefore estimate the confidence limits as deainz standard errors either side of the

sample percentage or proportion.

The value of z, from the normal table, depends ugp@ndegree of confidence, e.g. 95%,
required. We are prepared to be incorrect in otimase 5% of the time and confidence

intervals are always symmetrical so, in the talledook for Q to be 5%, two tails.

Example 1
If we say a distance is 5.15 metres, we are gigimpint estimate. If, on the other hand, we

say that the distance is 5.15 + 0.12 metres,hieedistance between 5.03 and 5.27 metres, we

are giving an interval estimate.

5.2.4 Interval Estimation
In this section, our aim is to estimate the inteeawhich the population parameter of
interest lies. Given the sample meaR,and variance & we intend to estimate the

corresponding population parameters, that is, poand

Assume that pus ands are the mean and standard deviation (error) ef dhmpling
distribution of a statistic S. Then, for the distriion to be normal, it is expected to lie in the
interval us oS, US = 8s, Us £ 3s. This gives about 68.27%, 95.45% and 99.73% f th

time respectively.

Similarly, we can be confident of finding us in tinéervals S 45s, S + s, S £ $s in about
68.27%, 95.45% and 99.73% of the time respectivite respective intervals are called the
68.27%, 95.45% and 99.73% confidence intervalestimating the population parameter, pus
(in the case of an unbiased S).

The end numbers of the interval are called thdidence limits. The percentage confidence
is called the confidence level. The numbers 1.0, 3.0, 1.98, 2.58, etc in the confidence
limits are called the critical values (or confidenmefficients). Because of repeated use, we
are going to make use of certain areas under #melatd normal curve, let us take a look at

them.
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P(T-20, <, <T+20,.)=0.954and P(T -0, < 4, < T+0,) =0.6827
The statemenP(t < <t,)=1-a, say, means that we expect the intefat,] to cover
A, 100(1-a )%of the time; which is to say that we ate0(1-a )%confident that[t,,t,]

covers /4 . [t,t,] is called a confidence interval for estimatipg. The end points of the

interval are called confidence limits. The amouhtanfidence in any interval is called the

confidence coefficient.

Summary

In this study session you have learnt about:

1. Estimation

Estimation is a process by which a statistic (sungnad a collection of numerical data e.g.
total, range, average, etc.) obtained from a samsplsed to estimate the parameters of the
population from which the sample has been drawn.

2. Interval Estimate
An estimate of a population parameter given by twamnerical values between which the

parameter may be considered to lie with a giveralodity is called an interval estimate of
the parameter

Self-Assessment Questions (SAQs) for study sesston

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mleet study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 5.1 (Testing Learning Outcomes 5.1)
Define Estimation

SAQ 5.2 (Testing Learning Outcomes 5.2)

Explain Confidence interval

61



References

John, E. F. (1974).Modern Elementary Statistics, International. Londgdition. Prentice
Hall.

Murray, R. S. (1972) Schaum’s Outline Series. Theand Problems of Statistics. New
York: McGraw-Hill Book Company

Olubusoye O. E. et al (2002) Statistics for Engimegg Physical and Biological Sciences.

Ibadan: A Divine Touch Publication
Shangodoyin, D. K. and Agunbiade D. A. (1999). Famdntals of Statistics Ibadan: Rasmed
Publications

Shangodoyin D. K. et al (2003tatistical Theory and Methodisadan: Joytal. Press.

62



Study Session 6: Large Sample Interval Estimationor Means

and Proportions

Introduction

A point estimate of a population parameter is @lsivalue of a statistic. For example, the
sample mean x is a point estimate of the populatieanu. Similarly, the sample proportion

p is a point estimate of the population proportorinterval estimate.

The aim of this study session is to introduce yolatge sample interval estimation of means
and proportions. You shall also work examples agdasample estimation of means and

proportions.

Learning Outcomes for Study Session 6

At the end of this study session, you should be &l

6.1Large Sample Estimation of a Population Mean

6.2Large Sample Estimation of a Population Mean

6.1 Large Sample Interval Estimation for Mean
If the statistic S is the sample me&n then 95% and 99% confidence level for estimatibn
the population mean [, are given By1.960, and X+2.587, respectively. Generally, the

confidence limits are given as+ Zo,, where Zi is the level of confidence desired aad c

2

. . o . .
be got from the table. The sample variance is gmeen as— . Thus, the confidence interval
n

: . . o
for the population mean is then glver»?asZcT.
n

ag

Jn

This becomegX +Z, —, X - ZC%) and the confidence limit is without the brackétattis
n
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>?+Zci, X- Zb%. This is where sampling is from an infinite pogida, or if it is with
n n

N

replacement from a finite population. But if sampgliis without replacement from a

i i ; ; . ) N -
population of size N, the confidence interval foe population mean i6X + zc% N :)
n —

Note: If o° is not known provided n the sample size is sfidy large for an infinite

population or when population is finite providedrgding is done with replacement we may

1 —\2 . . . . . .
use S =—12(>§ -X)" in place ofc® the approximation is still fair for the normal
n_

distribution.

Example 1

The mean weight of a random sample of 80 yams faofarm is 3.75kg with a standard
deviation 0.85kg. Find (i) 95% (ii) (97.5%) (iii)9% confidence interval for the population

mean of all yams on the farm.

Solution: 95% = 0.95p = 0.05, 4-, /o= Zp.975= 1.96

The confidence interval is %7—1.961 X+ 1.961j
n

7 4

The required C.I. for population mean is
— (_ S j
. =|X+1.96—

N

= (3.751 1.96(0'—85j

779
= (3.56, 3.94)

i. We want 97.5% = 0.975 bat= 0.025,% = 0.0125

Zyq2= Zo.og75= 2.24

The required confidence interva(ims— 2.24(0'—85 , 3.7% 2.2>40—'85j = (3.54, 3.96)
J79 79
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iii. 99% = 0.99,% =0'701, Z1 o 12= Zo.995 = 2.58 The required C.I. is

= (3.751 2.58(0'—85J
N

79

= (3.50, 4.00)

6.2 Large Sample Estimation of a Population Mean

The Central Limit Theorem says that, for large s@sgsamples of siza > 30), when
viewed as a random variable the sample mEanr is normally distributed with mean
uX——=u and standard deviatio®X——=s/n-—. The Empirical Rule says that we must go
about two standard deviations from the mean touta@5% of the values &—- generated

by sample after sample.

A more precise distance based on the normality-oef is 1.960 standard deviations, which is
E=1.96G/n——V.

The key idea in the construction of the 95% confadeinterval is this, as illustrated in Figure
"When Winged Dots Capture the Population Mean"alise in sample after sample 95% of

the values ofX—-lie in the interval[u—E,u+E], if we adjoin to each side of the point

estimatex—— a “wing” of lengthE, 95% of the intervals formed by the winged dotatam

U

The 95% confidence interval is thes—+1.96Q/n——. For a different level of confidence,

say 90% or 99%, the number 1.960 will change, heiidea is the same.

®

p-E Iz u+E
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Figure 6.1: When Winged Dots Capture the Population Mean

"Computer Simulation of 40 95% Confidence Interveds a Mean" shows the intervals

generated by a computer simulation of drawing 4@pes from a normally distributed

population and constructing the 95% confidenceruatiefor each one. We expect that about
(0.05)(40)=20f the intervals so constructed would fail to @ntthe population meam

and in this simulation two of the intervals, showmed, do.

It is standard practice to identify the level ohidence in terms of the areain the two tails

of the distribution oX—— when the middle part specified by the level offaence is taken

out.

This is shown in figure 6.2, drawn for the geneitiation, and in figure 6.2, drawn for 95%
confidence. Remember from Section 5.4.1 "Tailsh&f Standard Normal Distribution” in
study session 5 "Continuous Random Variables" tteatz-value that a cut off a right tail of
area c is denoted zc. Thus the number 1.960 inexlaenple is z.025, which isa2 for
0=1-0.95=0.05.

o

T T T
a2 0 Ze )2

Figure 6.2: Normal Distribution ForlO0(1-n)% confidence the area

in each tail isv2.
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e — 0.025 2 —0.025

-Z0.025 0 20.025

For 95% confidence the area in each tail is & / 2 = 0.025.

Figure 6.3: Normal Distribution For 95% confidence the area dach tail is
o/2=0.025.

The level of confidence can be any number betweemd 100%, but the most common

values are probably 90%%0.10

), 95% (=0.05, and 99% ¢=0.01). Thus in general for 200(1-n) % confidence interval,
E=z.2(s/n-—), so the formula for the confidence intervalxis—+z.2(s/n-—). While
sometimes the population standard deviatios known, typically it is not. If not, fon > 30

it is generally safe to approximatdy the sample standard deviat®n
Table 6.1: Table of Sample

Large Sample 100 (1 — a) % Confidence Interval for a Population
Mean

If ois known: = £ z./2 (i)
v

If ois unknown: = + 2,9 (i)
=

A sample is considered large when n = g0.

As mentioned earlier, the numbEFzz20/n—— or E=zx2s/n-— is called themargin of

error of the estimate.
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6.2.1 Large Sample Interval Estimation of Proportiam
If T, =p, the proportion exhibiting a certain attributea sample of size n and the proportion

exhibiting the attribute in the population is pe th00(1«a )% confidence interval for P is
given byP+Z a‘/ﬂ , if sampling is from an infinite population or et it is from a finite
1—E n

population but sampling is done with replacemergampling is without replacement from a

finite population of size N, the 100(@)% confidence interval isP + Zl a i (M
=~V n
2

wherezZ  is the(l—%)th guantile of the standard normal distribution
1_7
2

Example 1

A random of 1000 eligible voters in a country rdsethat 575 of them would want the
National Anthem replaced. What is the 95% confidelmits for estimating the proportion

of eligible voters in the country who would wamew Anthem.

Solution
P=575/1000=0.575

95% confidence limits are

[~
Ptz . 39:05nﬁ19q933i955
-2\ n 1000

that is 0.54436, 0.60564

Summary

In this study session you have learnt about:
1. Large Sample Interval Estimation for Mean
If the statistic S is the sample mea&n then 95% and 99% confidence level for estimatibn

the population mean p, are given vy 1.960, and X +2.587, respectively.

2. Large Sample Estimation of a Population Mean
The Central Limit Theorem says that, for large sasgsamples of siza > 30), when
viewed as a random variable the sample m¥anr is normally distributed with mean

uX——=yu and standard deviatierX——=c/n—-V.
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Self-Assessment Questions (SAQs) for study sesstbn

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at hlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 6.1 (Testing Learning Outcomes 6.1)

Explain the Large Sample Interval Estimation fordvie

SAQ 6.2 (Testing Learning Outcomes 6.2)
Discuss the Large Sample Estimation of a Populdflean
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Study Session 7: Large Sample Interval Estimationolr Difference

of Means and Proportions

Introduction

Two-sample t-tests are among the most common tatatianalyses performed to compare —
as the name implies — two samples comprised ofirnomis data satisfying parametric
assumptions. What are you actually doing, thoudierwyou perform a t - test to compare

sample means?

Usually, you want to know if the samples are frdra same population (i.e. are the means
statistically equal, based on your confidence RBvel from different populations (i.e. are the
means significantly different, based on your coarfice level?). You perform a two-sample
t-test to help you make that decision.

The aim of this study session is to introduce youarge sample interval estimation of
difference of means and proportions. Furthermooe, shall work examples on large sample

estimation of difference of means and proportions.

Learning Outcomes for Study Session 7

At the end of this study session, you should be &l

7.1Highlight on Two-Sample Test of Means
7.2 Explain Whento Use Two-Sample t-Tests
7.3Discuss on Two — Sample Test of Proportions —é&&gmple
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7.1 Two Sample Test of Means

When you perform a two-sample t- test, you are alstuesting whether the difference
between the sample means is equal to zero. How ttaésvork conceptually? Well, if two
samples were exactly the same, the difference iansavould be equal to zero and the

distributions would be perfectly overlapping.

For samples with identical mean$-12= 0 The distributions for identical samples wohél
perfectly overlapping. However, what happens assdmaples begin to differ? Then, the
difference in means is not equal to zero, and yatt 0 see a separation of means. As that
difference becomes greater, it becomes less asdikety that the two samples were taken

from the same population.

At a large enough difference (and also dependinthersample spread, of course), you may
decide that it is unlikely that the two samples fioen the same population and you could
conclude that the samples are significantly difieréor that the difference in means in

significantly different from zero).

For two-sample t-tests, the null and alternativpdilyeses are as follows: HO = Difference
between sample means is equal to zero (i.e., sampleans do not differ significantly) H1 =
Difference between sample meahsero (i.e., sample means are significantly diffi€re

Mathematically, how is the test statistic calcullafge., what is calculated to help you
determine whether the difference in means is gafiity greater than zero to make you think
the samples are from different populations)?

Generally, the test statistic (t) is found as feko(with some variation based on equal sample
variances, paired versus unpaired data, etc.): refd11 andu2 are the sample means, SD 1
and SD2 are the corresponding sample standard t@da and nl and n2 are the
corresponding sample sizes. Calculating the tasisst (t) allows you to find the p-value, or
probability, of finding a difference that large @more extreme difference given that the null

hypothesis is true.
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In Text Question

When you perform a two-sample t- test, you are alstuesting whether the difference
between the sample means is equal to

(a) Zero

(b) One

(c) Two

(d) Three.

In Text Answer

The answer is (a) Zero

7.2 When to Use Two-Sample t-Tests

You can use two-sample t-tests to determine wheti@ samples are likely or unlikely to

have been selected from the same population foedecide whether two samples differ
significantly based on the selected confidence |)émMgo- sample t-tests are, at times,
overused in place of other more appropriate siedistests because they are very familiar to

many researchers.

However, be careful — there are specific typesaté dor which t-tests are appropriate, and
many for which they aren't.
Two-sample t-tests are appropriate when:
* You are only comparing TWO samples (if > 2, consid&lOVA or other multi-
sample test to avoid increased likelihood of Tlypeor occurring)
 Samples are from normally distributed populatiossee( document re: tests for
normality)
» Samples are randomly selected and independent
» Sample data are at least interval or ratio leweh ddifferences between values are
meaningful)
To perform two-sample t- tests, your samples do nateed to:
» Have equal variances (Welch approximation)
» Have equal sample size
* Have a minimum sample size, so long as the assangptiold (this is one of the

greatest things about a t-test) Paired versus degph&ata
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When performing two-sample t-tests, it is importemknow whether your data is paired or

unpaired.

In paired data, each data point in one samplesscested with (or related to) a single data
point in the second sample. The data sets cannabdlgzed as completely independent data

sets, because of the point-to-point associatiohsd®sn the sample data.

Examples of experiments with paired data are:

« Sample 1 taken at Time O days for 20 people (befozatment) to measure
cholesterol.

» Sample 2 taken at Time 30 days for the same 20i@é¢mbiowing treatment).

* A experiment with 30 sets of twins (one male, oeendle) to investigate sex-

dependent brain development.

Alternatively, unpaired data are data from samplé®re there is no relation or
association between a data point in one samplersgtany data point in another
sample set.

Examples of experiments with unpaired data &

» A comparison of blood sugar levels in diabetic gatts versus non-diabetic patients

* An experiment in which 15 petri -plates of bactara treated with chlorine, and 15
are treated with EDTA

* Measuring zinc oxide concentrations in mussels feorshoreline in California and

from a shoreline in Oregon.

In Text Question

Two-sample t-tests are appropriate when Samplesamgomly selected and independent.

True/False

In Text Answer

True
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7.3 Two — Sample Test of Proportions — Large Sample

Confidence Intervals to Estimate the DifferencerMeein Two Population Proportions: p1—-p2

Point estimate is the difference between the @voe proportions, written as:
prl-p"2=ylnl-y2n2

The mean of its sampling distribution is p1—-p2 #melstandard deviation is given by:

p1N1-p1M)N1+p2N(1-p2A)N2————————————————— -

When the observed number of successes and thevetisarmber of failures are greater than

or equal to 5 for both populations, then the sangpldistribution of p"1-p~2 is

approximately normal and we can use z-methods.

In the following, the formula of the confidenceantal and the test statistic are given for
reference. You can use Minitab to perform the erfiee. It is more important to recognize
the problem and be able to use Minitab to drawrlesion than to train yourself to use the
tedious formula. The 100(4&) % confidence interval of p1—p2 is given by:
prl-p"2+ta/2-s.e.(p1-pt2) where
s.e.(pM1-p"2)=p1N1-p1M)nl+p2N(1-p2M)N2————————— —~/ when, again, the following

conditions are satisfied:

The number of successes and failures in both ptpaotais larger than or equal to 5. We
will base this on the number of successes andrésilin both samples. Why the samples? If
you recall in our discussion for the test of onepartion, this check of conditions used np0O

and n(1-p0) where p0 was the assumed null hypatipegiulation proportion.

However, here where we are comparing two propastione do not know what the
population proportions are; but we are assuming ttiey are equal. For instance, the two
population proportions could be 0.65 or 0.30, dtadoesn't matter as we are assuming they
are equal. As a result we do not have a fixed |adion value to use - thus substitute with

the sample proportions for each group.
Hypothesis Testing to Compare Two Population Priogas: pl,p2 When we want to check

whether two proportions are different or the sathe, two-tailed test is appropriate. If we
want to see whether it is true that4p2, that can be written as p1-#iR2
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Note: To check whether it is true that that p1>p2 , tbam be written as pl-p2>0. For
pl<p2, that can be written as p1-p2<0

.The test statistic is:

Zx=p"1-p"2p(1-p*)(1n1+1n2)——————————————— +where p=x1+x2n1+n2.

Note: In the denominator we assume that the two prapwsthave the same variances and

estimate that by the pooled estimate.

In other words, if the two population proportiorre @assumed equal, then we combine the
results from the two samples into one sample ptaporthe total number of success in the
two samples divided by the total sample size of the samples. This is what+ps

representing. In Minitab, you need to get intoimmt and select "Use pooled estimate of p

for test.” If you don't think that is reasonableagsume, then don't check the option.

Let p1 and p2 denote the proportions showing an at&ilsupopulations 1 and 2. We wish to

compare the null hypothesis
H,: p, = p, with any one of the alternatives
Hll:pl>p2’ H12:pl<p2’ H13:p1¢p2

We have seen that the sample proportion pl, sayisf sufficiently large, has the normal

distribution with mean p and variance {o:/n;. Similarly p,~N(p, pg/n) so that

7 = P= B
(PG, PGy
n n
Example 2

A sample poll of 240 registered voters’ from stAtshows 60.3% favouring party A while
another poll of 200 registered voters taken atstrae time from state B shows 53.5%. Using

a 0.01 size test, would you conclude that stat@a#\rhore supporters for party A than state B

Hy:Pa=F; H,:P,>PR,
P=(240x0.603+200x0.535)/440=0.572

Oy, p, = 0.0474
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Z=(0.603-0.535)/0.0474=1.43

Decision Rule: Reject null hypothesis if Z>2.33. W&not reject null hypothesis.

Summary

In this study session you have learnt about:

1. Two — Sample Test of Means
When you perform a two-sample t- test, you are algtutesting whether the
difference between the sample means is equal to zer

2. When to Use Two-Sample t-Tests
You use two-sample t-tests to determine whetherdamples are likely or unlikely
to have been selected from the same population t@.€lecide whether two samples
differ significantly based on the selected confickekevel). Two- sample t-tests are, at
times, overused in place of other more appropstatistical tests because they are
very familiar to many researchers.

3. Two — Sample Test of Proportions — Large Sample

Confidence Intervals to Estimate the Differenceneetn Two Population Proportions: p1—-p2

Point estimate is the difference between the @avope proportions, written as:
prl-p"2=ylnl-y2n2

The mean of its sampling distribution is p1-p2 #m&lstandard deviation is given by:

p1N1-p1M)N1+p2N(1-p2/)N2————————————————— -

When the observed number of successes and thevetdsarmber of failures are greater than

or equal to 5 for both populations, then the sangpldistribution of p"1-p~2 is

approximately normal and we can use z-methods.
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Self-Assessment Questions (SAQs) for study sessibn

Now that you have completed this study session,camuassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at tlext study Support Meeting. You can
check your Define School answers with the NoteghenSelf-Assessment questions at the
end of this Module.

SAQ 7.1 (Testing Learning Outcomes 7.1)

Briefly discuss Two — Sample Test of Means

SAQ 7.2 (Testing Learning Outcomes 7.2)
Highlight on Wherto Use Two-Sample t-Tests

SAQ 7.3 (Testing Learning Outcomes 7.3)
Discuss on Two — Sample Test of Proportions — L&@aple
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Study Session 8: Tests of Hypothesis

Introduction

A hypothesis test is a statistical test that isduse determine whether there is enough
evidence in a sample of data to infer that a aertandition is true for the entire population.
A hypothesis test examines two opposing hypothabest a population: the null hypothesis

and the alternative hypothesis.

This study session presents tests of hypothesisll amwd alternative hypothesis will be
discussed. Test Statistic, Critical Region, Siguwifice level and general procedure for testing

hypothesis will be discussed as well.

Learning Outcomes for Study Session 8

At the end of this study session, you should be &l

8.1 Highlight on the Hypothesis
8.2 Explain Hypothesis Testing (P-value approach)
8.3 Discuss Null Hypothesis

8.1 Hypothesis Testing

A statistical hypothesis is a statistical statemeititich may or may not be true concerning
one or more populations. A test of hypothesis imila, which, on the basis of relevant
statistic, leads to a decision to accept or rafezinull hypothesis.

The rejection of when it is true is called a Type | error and theegptance of Hwhen it is

false is called a Type Il error.
The hypothesis®d < 20,6 > 20are composite given that ~ N(g,25) whereas the hypothesis

6 = 20is simple for it completely specifies that the dmition of X is N(20, 25)
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8.2 Hypothesis Testing (P-value approach)

You are going to examine the P-Value Approach

P-value approach

The P-value approach involves determining "likely" ornfikely" by determining the
probability assuming the null hypothesis were wli@bserving a more extreme test statistic
in the direction of the alternative hypothesis thiam one observed. If tHe-value is small,
say less than (or equal t@) then it is "unlikely.” And, if thé?-value is large, say more than

a, then it is "likely."

If the P-value is less than (or equal t@)then the null hypothesis is rejected in favotha
alternative hypothesis. And, if tHevalue is greater tham, then the null hypothesis is not

rejected.

Specifically, the four steps involved in using thé>-value approach to conducting any

hypothesis test are:

1. Specify the null and alternative hypotheses.

2. Using the sample data and assuming the null hypisth® true, calculate the value of
the test statistic. Again, to conduct the hypothésst for the population meanwe
use thet-statistic t<=x"u«snv which follows at-distribution withn - 1 degrees of

freedom.

2. Using the known distribution of the test statistteJculate theP-value: "If the null
hypothesis is true, what is the probability thatdvebserve a more extreme test
statistic in the direction of the alternative hypedis than we did?" (Note how this

guestion is equivalent to the question answeradiminal trials:

"If the defendant is innocent, what is the charltat twe'd observe such extreme

criminal evidence?")

3. Set the significance level, the probability of making a Type | error to beadhi—
0.01, 0.05, or 0.10. Compare tRevalue too. If the P-value is less than (or equal to)
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a, reject the null hypothesis in favor of the altdive hypothesis. If th@-value is

greater tham, do not reject the null hypothesis.

In our example concerning the mean grade pointagegrsuppose that our random sample of
n = 15 students majoring in mathematics yields agegistict* equaling 2.5. Since = 15,

our test statistit* hasn - 1 = 14 degrees of freedom. Also, suppose we wwesignificance
levela at 0.05, so that we have only a 5% chance of ngekiiype | error.

TheP-value for conducting thaght-tailed testHy : 1« = 3 versudia : > 3 is the probability
that we would observe a test statistic greater than2.5 if the population mean really

were 3. Recall that probability equals the areaeuride probability curve. ThE-value is

therefore the area undetya; =t14 curve and to thaght of the test statistit: = 2.5. It can be
shown using statistical software that fw@alue is 0.0127:

04+

03 —

02
0oar3

dens ity

01 —
o012y

oo —

Figure 8.1: P-Value Hypothesis Test 1

The P-value, 0.0127, tells us it is "unlikely" that weowld observe such an extreme test
statistict* in the direction ofHa if the null hypothesis were true. Therefore, omuitial
assumption that the null hypothesis is true musingerrect. That is, since the-value,
0.0127, is less than = 0.05, we reject the null hypothedty : © = 3 in favor of the
alternative hypothesida : u > 3.

Note that we would not rejetty : 1« = 3 in favor ofHa : u > 3 if we lowered our willingness
to make a Type | error te@ = 0.01 instead, as thifevalue, 0.0127, is then greater thar
0.01.

In our example concerning the mean grade pointaaegrsuppose that our random sample of
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n = 15 students majoring in mathematics yields adtegistict* instead equaling -2.5.

The P-value for conducting thieft-tailed testHp : ¢ = 3 versudHa : ¢ < 3 is the probability
that we would observe a test statistic less than-2.5 if the population meam really were
3. TheP-value is therefore the area unddy & =t14 curve and to théeft of the test statistic
t* = -2.5. It can be shown using statistical softevthat theéP-value is 0.0127:

04

03 —

0z | 0.9373
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Figure 8.2: P-Value Hypothesis Test 2

The P-value, 0.0127, tells us it is "unlikely" that weowd observe such an extreme test
statistict* in the direction ofH, if the null hypothesis were true. Therefore, outiah
assumption that the null hypothesis is true musingerrect. That is, since the-value,
0.0127, is less than = 0.05, we reject the null hypothedily : © = 3 in favor of the
alternative hypothesidp : u < 3.

Note that we would not rejetty : © = 3 in favor ofHa : u < 3 if we lowered our willingness
to make a Type | error t@ = 0.01 instead, as thHevalue, 0.0127, is then greater tharr
0.01.

In our example concerning the mean grade pointagegrsuppose again that our random
sample oin = 15 students majoring in mathematics yields adeistict* instead equaling -
2.5. TheP-value for conducting théwo-tailed testHy : © = 3 versusHa : u # 3 is the
probability that we would observe a test statisdies than -2.5 or greater than 2.5 if the

population meap really were 3.
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That is, the two-tailed test requires taking inte@unt the possibility that the test
statistic could fall into either tail (and hence thame "two-tailed" test). TH&value

is therefore the area undetna; = ti4 curve to thdeft of -2.5 and to theight of the
2.5. It can be shown using statistical software thaP-value is 0.0127 + 0.0127, or
0.0254
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Figure 8.3: P-Value Hypothesis Test 3

Note that theP-value for a two-tailed test is always two times Bivalue for either of the
one-tailed tests. The-value, 0.0254, tells us it is "unlikely" that weowld observe such an

extreme test statisti® in the direction o, if the null hypothesis were true.

Therefore, our initial assumption that the null bypesis is true must be incorrect. That is,
since theP-value, 0.0254, is less than= 0.05, we reject the null hypothesis : « = 3 in
favor of the alternative hypothedis, : u # 3.

Note that we would not rejekty: © = 3 in favor ofHa : u # 3 if we lowered our willingness
to make a Type | error te@ = 0.01 instead, as thifevalue, 0.0254, is then greater thar
0.01.
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Now that we have reviewed the critical value &dalue approach procedures for each of
three possible hypotheses, let's look at threeeamnples — one of a right-tailed test, one of

a left-tailed test, and one of a two-tailed test.

The good news is that, whenever possible, we akie tadvantage of the test statistics Bnd
values reported in statistical software, such asitsd, to conduct our hypothesis tests in this

course.

In Text Question

TheP-value approach involves determining "likely" onfikely". True/False

In Text Answer

True

8.3 Null Hypothesis

A hypothesis is a speculation or theory based aenfiitient evidence that lends itself to
further testing and experimentation. With furthesting, a hypothesis can usually be proven
true or false. Let's look at an example. Little iBuspeculates, or hypothesizes, that the
flowers she waters with club soda will grow fadtean flowers she waters with plain water.

She waters each plant daily for a month (experijnemd proves her hypothesis true!

A null hypothesis is a hypothesis that says themoi statistical significance between the two

variables in the hypothesis. It is the hypothdsa the researcher is trying to disprove.

In the example, Susie's null hypothesis would brething like this: There is no statistically

significant relationship between the type of walteéieed the flowers and growth of the

flowers. A researcher is challenged by the nulldifgpsis and usually wants to disprove it, to
demonstrate that there is a statistically-signifticeelationship between the two variables in
the hypothesis.

8.3.1 Alternative Hypothesis

An alternative hypothesis simply is the inverseppposite, of the null hypothesis. So, if we
continue with the above example, the alternativeoltyesis would be that there IS indeed a

statistically-significant relationship between witgpe of water the flower plant is fed and
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growth. More specifically, here would be the nufidaalternative hypotheses for Susie's

study:

Null: If one plant is fed club soda for one montidaanother plant is fed plain water, there

will be no difference in growth between the tworpia

Alternative: If one plant is fed club soda for amenth and another plant is fed plain water,

the plant that is fed club soda will grow bettearitlthe plant that is fed plain water.

The hypothesis, His called theNull hypothesis while H; is called theAlternative
hypothesis The former (H) is a statement or an assumption, which we watggbor which
is accepted until the evidence proves otherwisalewhe latter (H) is a statement, which
states what we suppose will happen if the null tiyesis is not correct. Thus, lis usually

stated as:
Hi:06#650r
0 <0y or
0 > 0o
We partitioned the sample space into two regioaad: ¢ such that if the sample values fall
in c, we reject kj but if it falls in ¢, we do otherwise (accepiH The region c is called the

critical region of the rest, and it is defined as the region twatesponds to the rejection of

the null hypothesis.

We can make a mistake of accepting tthen H is true or accepting fHwhen H is true;

such mistakes are call@ype | and Il errors respectively.

Table 8.1: Type | and II

Decision True False

Reject i | Type | error Correct decision

Accept H, | Correct decision| Type Il error

8.3.2 Level of Significanced)
In testing a given hypothesis, the maximum prolitgbiith which we would be willing to
risk a Type | error is called the level of sign#ice of the test. The valueneeds to be

specified before any sample is drawn so that resiitained will not influence our choice.
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8.3.3 Test Statistic
This is the statistic formula whose value has te@d®puted from the available sample data

and, thus, determines the acceptance or rejectiahab particular known hypothesispoH

under investigation. The text statistic may reqiimal, t, X or F approach, as the case

may be.

8.3.4 General Procedures for Testing a Statisticdlypothesis

The following steps are summarized as procedurete$t of hypothesis:

o g & w b P

Formulate the Null and Alternate hypothesis.

Determine the appropriate test statistic, and cdenjpsi value.
Choosean, the level of significance.

Determine the critical region.

Make a statistical decision and

Conclude i.e. interpret your result.

Summary

In this study session you have learnt about:

1.

Hypothesis Testing

A statistical hypothesis is a statistical statememhich may or may not be true

concerning one or more populations. A test of higpsis is a rule, which, on the basis of

relevant statistic, leads to a decision to accepegject the null hypothesis.

2.

Hypothesis Testing (P-value approach)
You are going to examine the P-Value Approach

The P-value approach involves determining "likely" omfikely" by determining the
probability assuming the null hypothesis were toi@bserving a more extreme test
statistic in the direction of the alternative hypedis than the one observed.

Null Hypothesis

A hypothesis is a speculation or theory based sufiitient evidence that lends itself
to further testing and experimentation. With furtkesting, a hypothesis can usually

be proven true or false. Let's look at an example.

Little Susie speculates, or hypothesizes, thatfltweers she waters with club soda
will grow faster than flowers she waters with plarater. She waters each plant daily

for a month (experiment) and proves her hypothesed
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Self-Assessment Questions (SAQs) for study sessén

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at hlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 8.1 (Testing Learning Outcomes 8.1)
Define Hypothesis Testing

SAQ 8.2 (Testing Learning Outcomes 8.2)
Explain Hypothesis Testing (P-value approach)

SAQ 8.3 (Testing Learning Outcomes 8.3)
Discuss Null Hypothesis
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Study Session 9: One Sample Test of Mean and Propion —

Large Sample

Introduction

In estimation your focused will be on explicitlyp eechniques for one and two samples and
talk on estimation for a specific parameter (elge, mean or proportion of a population), for

differences (e.qg., difference in means, the ristecBnce) and ratios (e.g., the relative risk and
odds ratio). Here we will focus on procedures foe @and two samples when the outcome is

either continuous (and we focus on means) or dichotis (and we focus on proportions).

The aim of this study session is to introduce ywore test of mean and proportion for large

sample. You shall also work examples on large sangst of mean and proportion.

Learning Outcomes for Study Session 9

At the end of this study session, you should be &l

9.10ne and two sided tests of significance

9.20ne — Sample Test of Mean — Large Sample

9.1 One and two sided tests of significance

When we use a test of significance to compare tveugs we usually start with the null
hypothesis that there is no difference betweerptpulations from which the data come. If

this hypothesis is not true the alternative hypsithenust be true - that there is a difference.

Since the null hypothesis specifies no directiontfe difference nor does the alternative
hypothesis, and so we have a two sided test. Ineasaded test the alternative hypothesis

does specify a direction - for example, that aivadteatment is better than a placebo.
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This is sometimes justified by saying that we aog interested in the possibility that the
active treatment is worse than no treatment. Tossibility is still part of the test; it is part of

the null hypothesis, which now states that theadgffice in the population is zero or in favour
of the placebo.

A one sided test is sometimes appropriate.

Box 9.1: Luthra et al Investigated:

The effects of laparoscopy and hydrotubation on férélity of women presenting at an
infertility clinic.1 After some months laparoscopsas carried out on those who had still pot
conceived. These women were then observed for aeftather months and some of these

women also conceived.

The conception rate in the period before laparogeegs compared with that afterwards. The
less fertile a woman is the longer it is likelyteke her to conceive. Hence, the women who
had the laparoscopy should have a lower conceptiten(by an unknown amount) than the

larger group who entered the study, because the feotile women had conceived before

their turn for laparoscopy came.

To see whether laparoscopy increased fertilityhtaiet al tested the null hypothesis that the
conception rate after laparoscopy was less thaeqoial to that before. The alternative
hypothesis was that the conception rate after ¢tegapy was higher than that before. A two
sided test was inappropriate because if the lapapys had no effect on fertility the

conception rate after laparoscopy was expectee tower.

One sided tests are not often used, and sometih®eys d@re not justified. Consider the
following example. Twenty five patients with breasancer were given radiotherapy
treatment of 50 Gy in fractions of 2 Gy over 5 weeR Lung function was measured
initially, at one week, at three months, and at gaar. The aim of the study was to see
whether lung function was lowered following radietapy.

In Text Question

One sided tests are not often used, and sometiragsate not justifiedlrue/False
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In Text Answer

True

Some of the results are shown in the table, theetbrital capacity being compared between
the initial and each subsequent visit using onedstdsts. The direction of the one sided tests
was not specified, but it may appear reasonabtediothe alternative hypothesis that forced
vital capacity decreases after radiotherapy, a® tiseno reason to suppose that damage to the

lungs would increase it.

The null hypothesis is that forced vital capacitesl not change or increases. If the forced
vital capacity increases, this is consistent with null hypothesis, and the more it increases
the more consistent the data are with the null thgmis. Because the differences are not all

in the same direction, at least one P value shoelgreater than 0.5.

What has been done here is to test the null hypsthibat forced vital capacity does not
change or decreases from visit 1 to visit 2 (nireky, and to test the null hypothesis that it
does not change or increases from visit 1 to @igthree months) or visit 4 (one year). These
authors seem to have carried out one sided tedtstim directions for each visit and then

taken the smaller probability.

If there is no difference in the population thehability of getting a significant difference by

this approach is 10%, not 5% as it should be. Hamce of a spurious significant difference
is doubled. Two sided tests should be used, whictldvgive probabilities of 0.26, 0.064,

and 0.38, and no significant differences.

In general a one sided test is appropriate whemge Idifference in one direction would lead
to the same action as no difference at all. Expiectaf a difference in a particular direction
is not adequate justification. In medicine, thirdgs not always work out as expected, and

researchers may be surprised by their results.

For example 1:
Galloe et al found that oral magnesium significanticreased the risk of cardiac events,
rather than decreasing it as they had hoped.3nkva treatment kills a lot of patients we

should not simply abandon it; we should ask whg Happened.
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Two sided tests should be used unless there isyageed reason for doing otherwise. If one
sided tests are to be used the direction of thenteist be specified in advance. One sided
tests should never be used simply as a device te maconventionally non-significant

difference significant.

Example 2
Let us consider a test of whether a coin is symmetr not and consider the particular

hypotheses.
1 1 . .
1. Ho p:E’ H,: p<5 - One tall test lower tail
1 1 . ,
2. Hy,: p:E' H,: p>E - One tail test Upper tail
1 1 .
3. HOB:pza,HB: p¢E.Two tail test

where p is the probability that the coin shows adié/ith the coin in the dock accused of
being biased, we call for evidence, which is thenhar of heads in 10 heads of the coin.In
the first case, one would be inclined to rejegtftX is equal to, say, 0, 1, or 2 and to accept

Ho for other values of X.

That is only values of X which are extremely Ildsant 5 will lead to the rejection ofgHh the
second case, one would be inclined to rejegcitf X takes, say, any of the values 10, 9, 8, i.e.
only values of X, which are extremely larger thawil lead to the rejection of §in the
third case, values of X, which are either extremaiger than or extremely less than 5 seem

to qualify for the critical region.

9.2 One — Sample Test of Mean — Large Sample

A hypothesis about a population meanmay be tested by obtaining the mean of a random
sample of size n from the population. Suppose darmnsample of sizearfrom population A

yields a meaiX,; we know that provided sis large and sampling is done from a finite
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population and it is done with replacement thép~ N(u,,0% /n,) and the test statistic is

z :X’*—_z'uA which has the standard normal distributign;and o being population mean

Ia

Na

and standard deviation respectively. When the @tjoul variance? * is not known but n is

sufficiently large, we may usé&’ :—Z(x X)? in its place. The approximation is still
n-

'-1
good.
Example 1

The mean weight of 64 men is 63kg. The mean weghthe population is 60kg, with a
standard deviation of 12kg. Is the mean weighthef $ample greater than the population
mean weight at the 5% level?

Solution

Set up the hypothesis

Ho : Mean Weight = 60kg
Hi : Mean Weightt 60kg

_12 .
Se(X) = \/_4 —=1.Ekilos
z=X"H
S EX
:63—60:_3 20
15 15

Comparing the calculated Z statistic at the 5%lleatsulated Z value = 1.96

Decision: Since the calculated Z value of 2.0 lie outsid®61and +1.96 table value of Z at
5% level of significance, we reject the null hypedls (H) and conclude that the mean

weight of the sample is not 60kg. The result isl $aibe significant at the 5% level.

9.2.1 One Sample Test- Proportion- Large Sample

Example 2

In a recent poll 0.65 of the 91 registered voteodled favoured party A, whereas the
proportion that favoured the party at the last gainelection before the poll was 0.575.
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Would this be a justification for claiming an impex popularity for party A at the 0.05 level

of significance?
Solution

H,:P=p,= 0575
H,:P> 0575

(065- 0575 _
\/ (0575x 0425
91

The critical level for a test of size 0.05 is for @pper tail, 1.645. Hence we cannot rejegt

Summary

In this study session you have learnt about:

1. One and two sided tests of significance

When we use a test of significance to compare tvoums we usually start with the null
hypothesis that there is no difference betweerpthmulations from which the data come. If
this hypothesis is not true the alternative hypsighenust be true - that there is a difference.
2. One — Sample Test of Mean — Large Sample

A hypothesis about a population meanmay be tested by obtaining the mean of a random
sample of size n from the population. Suppose daremnsample of sizearfrom population A

yields a meaiX,; we know that provided sis large and sampling is done from a finite

population and it is done with replacement thép~ N(u,,0% /n,) and the test statistic is

z SRSl which has the standard normal distributign;and o being population mean

2
Ia

Na

and standard deviation respectively. When the pdjmu variance?” is not known but n is
sufficiently large, we may usé&’ :ilZ(xi - X)? in its place. The approximation is still
n—1%3

good.
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Self-Assessment Questions (SAQs) for study sesstbn

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at hlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 9.1 (Testing Learning Outcomes 9.1)

Briefly explain One and two sided tests of sigrafice

SAQ 9.2 (Testing Learning Outcomes 9.2)
Discuss One Sample Test of Mean — Large Sample
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Study Session 10: Two Sample Test of Means and Pmpions —

Large Sample

Introduction

The process of hypothesis testing involves settipgtwo competing hypotheses, the
hypothesis and the alternate hypothesis. One setecandom sample (or multiple sam
when there are more comparison groups), computemany statistics and theassesses t

likelihood that the sample data support the re$earalternative hypothesis.

Similar to estimation, the process of hypothessting is based on probability theory and
Central Limit Theorem.

Learning Outcomes for Study Session 10

At the end of this study session, you should be &l

10.1 Explain Two-Samplé-Test for Equal Means
10.2 Discuss Test Statistics for Testing
10.1 Two-Sample-Test for Equal Means

Purpose Test if two population means are equal:

The two-samplé-test is used to determine if two population mearsegual. ¢
common application is to test if a new processreatment is superior tc

current process or treatment.
There are several variations on this test:

1. The data may either be paired or not geirBy paired, we mean tl
there is a one-tone correspondence between the values in th
samples. That is, Ki, Xz, ..., Xy andYy, Ys, ... , Y, are the two sample
then X; corresponds t&;. For paired samples, the differense- Y; is

usually calculated.

For unpaired samples, the sample sizes for thesamtples may or m.
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not be equal. The formulas for paired data are sdratsimpler tha
the formulas for unpaired data.

2. The variances of the two samples may be assumdak tequal ¢
unequal. Equal variancegields somewhat simpler formulas, altho
with computers this is no longer a significant essu

3. In some applications, you may want to adopt a nexegss or treatme
only if it exceeds the current treatment by somreghold. In this cse
we can state the null hypothesis in the form thatdifference betwe:
the two populations means is equal to some congfiafnt2=d0 wher

the constant is the desired threshold.

Definition  The two-samplé-test for unpaired data is defined as:

Ho: ul=u2
Ha: ul#u2
Test T=Y1 Y2 s21MN1+s22N2V where N; and N, are the samp

Statistic:  sizes,Y1l andv2 are the sample means, adtl ands22 are th
sample variances. If equal variances are assuntesh the
formula reduces to: T=YL Y2 spl/N1+1N2V  where
s2p=(N1-1)s21+(N2-1)s22N1+N2-2

Significancea.

Level:
Critical Reject the null hypothesis that the two means qualdaf
Region: [T|] > tiw2, Whereti,», is the critical value of thd

distribution withv degrees of freedom where
0=(S21N1+s22N2)2(s21MN1)2/(N1-1)+(E22/N2)2/(N2—-1)
If equal variances are assumed, thenN; + N - 2

Two Sample t- Test Example

The following two-samplé-test was generated for the auto83bdida set. Tt
data set contains miles per gallon for U.S. caamfde 1) and for Japanese «

(sample 2); the summary statistics for each sarmgehown below.
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SAMPLE 1: number of observations =249 MEAN = 20.14458
Standard Deviation = 6.41470 Standard Epforhe Mean = 0.40652

SAMPLE 2:
Number Of Observations =79
Mean = 30.48101
Standard Deviation = 6.10771

Standard Error Of The Mean = 0.68717 We aringpshe hypothesis thahd
population means are equal for the two samplesa¥geme that the varian
for the two samples are equal.

Ho: ma=p2

Ha w # po Test statistic: T = -12.62059 Pooled standard deviatiog; =
6.34260

Degrees of freedom:v = 326

Significance level: a = 0.05 Critical value (upper tail¥; .2, = 1.9673
Critical region: Reject K if |T| > 1.9673

The absolute value of the test statistic for owaregle, 12.62059, is greater tl
the critical value of 1.9673, so we reject the fylpothesis and conclude t

the two population means are different at the @ighificance level.

In general, therera three possible alternative hypotheses and rejeotgion:

for the one-sampletest:

Alternative Hypothesis | Rejection Region

Ha pa # 1o [T] > t1-w2y
Ha p > po T>t14y
Ha: Ha < H2 T< ta,v

Figure 10.1: Hypotheses and rejection regions for the one-sat¥tpkt:

For our two-tailed-test, the critical value 5., = 1.9673, where. = 0.05 an

v = 326. If we were to perform an upper, daded test, the critical value wot
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bet;.., = 1.6495. The fection regions for three possible alternative liipse

using our example data are shown below.

If a random sample of sizg taken from an X-population yields meahand an independent
one of size # from a Y-population yields mea¥h ,we know that the sampling distribution of
the differenceX —Y is normal with meany ; = i, -, the difference of the population

2 2
means and variance; =a§+a§=a% +% where o is the variance of the Y-
X

2 2
population. i.e X -V ~ N(,uX —yy,a/ +‘7Y/j,
n /n,

7= X‘f‘(ﬂx :,Uv) ~ N(0,1)
(%an)

For testing the null hypothesis —uy = 0 orux = py against the alternative;Hux # py, say,

the decision rule, is, for ansize two-tail test:

Reject Hif Z lies outside(z%, zZ,):

Otherwise, do not reject it.
(X-Y)

()

When g? and o’ are not known, providedkrand ry are sufficiently large, they may be
estimated by

Observe that z= when H holds, and it is assumed thaf and o are

known.

& :ii(x -X)? & :ii(x - X)?
Ny =1 n, =

Example 1
The mean weight of 50 pigs raised on diet A is &.2while that of 60 pigs raised on diet B
is 67.0 kg. Test the hypothesis that Diet A is sigpao diet B if is known that the population

variance of the weights of pigs raised on A is 5k& while that of pigs raised on B is 15.21
2

kg”.
Solution

Let x4, and 4, denote the population means of weights of pigsedhion A and B
respectively. The null hypothesis, then is

Ho: ty = Uy
while the alternative is
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Hyt la >ty which calls for an upper-tail test.

oy =125, T2 g
5 60

7 = 682-670) _ 17
0.70€
Decision Rule: RejecH, if z >1.645 for a 0.05 level of significance test.

We reject H, on the basis of the evidence provided by the sampl

10.1.1 Tests with Two Independent Samples

There are many applications where it is of intetestompare two independent groups with
respect to their mean scores on a continuous oetcéfare we compare means between
groups, but rather than generating an estimatdefdifference, we will test whether the

observed difference (increase, decrease or diffe)an statistically significant or not.

Remember, that hypothesis testing gives an assassshatatistical significance, whereas

estimation gives an estimate of effect and bothrap®rtant.

Here you discuss the comparison of means whemthedmparison groups are independent
or physically separate. The two groups might beerdeihed by a particular attribute (e.qg.,
sex, diagnosis of cardiovascular disease) or mightset up by the investigator (e.g.,

participants assigned to receive an experimerdgatrirent or placebo).

The first step in the analysis involves computiregdatiptive statistics on each of the two
samples. Specifically, we compute the sample sizean and standard deviation in each

sample and we denote these summary statisticdlasso

for sample 1:

for sample 2:

% n2
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The designation of sample 1 and sample 2 is arpitrbn a clinical trial setting the
convention is to call the treatment group 1 and ¢oatrol group 2. However, when

comparing men and women, for example, either goaupbe 1 or 2.

In the two independent samples application withoatiouous outcome, the parameter of
interest in the test of hypothesis is the diffeeeme population meansgy;-p,. The null

hypothesis is always that there is no differende/een groups with respect to means, i.e.,
Hpipg—pa=10

The null hypothesis can also be written as folloks:p; = po. In the research hypothesis, an
investigator can hypothesize that the first mealanger than the second {H1; > p, ), that
the first mean is smaller than the secong (H < p, ), or that the means are different {Id;

# w2 ). The three different alternatives represent uppewer-, and two-tailed tests,

respectively. The following test statistics aredigetest these hypotheses.

In Text Question
The designation of sample 1 and sample 2 is arpitrin a clinical trial setting the

convention is to call the treatment group 1 andcthrol group Zlrue/False
In Text Answer
True
10.2 Test Statistics for Testing
The following are test of statistics of two samplean of proportions:
Ho: p1 = o
% ifny>30and a>30
X\-X;
oyt 0 S

0 wp Ny
% ifni<300rn<30
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X1-X3
oy 0 S
d n1  »nz where df =p+n,-2.

=

The formulas above assume equal variability in tike populations (i.e., the population
variances are equal, o s $°). This means that the outcome is equally variableach of

the comparison populations. For analysis, we hamptes from each of the comparison
populations. If the sample variances are similantthe assumption about variability in the

populations is probably reasonable.

As a guideline, if the ratio of the sample varia)cg’/s,” is between 0.5 and 2 (i.e., if one
variance is no more than double the other), thenféhmulas above are appropriate. If the
ratio of the sample variances is greater than [2sw than 0.5 then alternative formulas must

be used to account for the heterogeneity in vaeanc

The test statistics include Sp, which is the po@stimate of the common standard deviation
(again assuming that the variances in the populstése similar) computed as the weighted

average of the standard deviations in the sampléslaws:

oo (T

Ftrg—2

Because we are assuming equal variances betweepsgrave pool the information on
variability (sample variances) to generate an edgnof the variability in the population.
Note: Because Sp is a weighted average of the atdrakviations in the sample, Sp will

always be in between and g.)

Example 1
Data measured on n=3,539 participants who atteritiedseventh examination of the
Offspring in the Framingham Heart Study are shoeiow.

Men Women
Characteristic N | X S n X s
Systolic Blood Pressure 1,62328.2/17.5/1,911 126.5 20.1
Diastolic Blood Pressure 1,62275.6 | 9.8 1,910 72.6 | 9.7
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Total Serum Cholesterol 1,54492.4/35.2 /1,766 | 207.1 | 36.7

Weight 1,612 194.0 33.8 1,894 | 157.7 | 34.6
Height 1,545 68.9 | 2.7 1,781 634 | 25
Body Mass Index 1545288 | 46| 1,781 27.6 | 5.9

Suppose we now wish to assess whether there &istisally significant difference in mean

systolic blood pressures between men and womeng asido level of significance.

« Step 1.Set up hypotheses and determine level of sigmifiea
Ho: py =2
Hilpa # po a=0.05

- Step 2.Select the appropriate test statistic.

Because both samples are large3(), we can use the Z test statistic as opposédNote

that statistical computing packages use t through®efore implementing the formula, we

first check whether the assumption of equality @bylation variances is reasonable.

The guideline suggests investigating the ratiohef sample variances;’s,”. Suppose we
call the men group 1 and the women group 2. Addis, is arbitrary; it only needs to be
noted when interpreting the results. The ratiohaf $ample variances is 172.% = 0.76,
which falls between 0.5 and 2 suggesting that tssuraption of equality of population

variances is reasonable. The appropriate tesstitas

¥1-;
oy S S
nyong o,

g=

« Step 3.Set up decision rule.

This is a two-tailed test, using a Z statistic anl% level of significance. Rejechif Z < -

1.960 or is Z >1.960.

« Step 4.Compute the test statistic.
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We now substitute the sample data into the formmidhe test statistic identified in Step 2.
Before substituting, we will first compute Sp, theoled estimate of the common standard

deviation.

[

B trg—2

2 2
oo (1623-D175(01-100201° e g o
F J 1623+1911-2 399.12

Notice that the pooled estimate of the common stahdeviation, Sp, falls in between the
standard deviations in the comparison groups (Le.5 and 20.1). Sp is slightly closer in
value to the standard deviation in the women (28slthere were slightly more women in the
sample. Recall, Sp is a weight average of thedsta deviations in the comparison groups,

weighted by the respective sample sizes.
Now the test statistic:

7 125.2-126.5 _ 17 — 266

19.n1|';+1_ o064
1623 1911

« Step 5.Conclusion.

We reject H because 2.66 £.960. We have statistically significant eviderate=0.05 to
show that there is a difference in mean systolan®lpressures between men and women.

The p-value is p < 0.010.

Here again we find that there is a statisticallyngicant difference in mean systolic blood
pressures between men and women at p < 0.010.eNidt there is a very small difference
in the sample means (128.2-126.5 = 1.7 units) thostdifference is beyond what would be
expected by chance. Is this a clinically meaninglifference? The large sample size in this

example is driving the statistical significance.

A 95% confidence interval for the difference in mesystolic blood pressures is: 1.71:26
or (0.44, 2.96). The confidence interval provides assessment of the magnitude of the
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difference between means whereas the test of hgpistland p-value provide an assessment

of the statistical significance of the difference.

Above we performed a study to evaluate a new daesigded to lower total cholesterol. The
study involved one sample of patients, each patmok the new drug for 6 weeks and had
their cholesterol measured. As a means of evalydtia efficacy of the new drug, the mean
total cholesterol following 6 weeks of treatmentswampared to the NCHS-reported mean

total cholesterol level in 2002 for all adults @f32

At the end of the example, we discussed the apiatepess of the fixed comparator as well
as an alternative study design to evaluate theteffiethe new drug involving two treatment
groups, where one group receives the new drug lmather does not. Here, we revisit the
example with a concurrent or parallel control growhich is very typical in randomized

controlled trials or clinical trials.

Example 2

A new drug is proposed to lower total cholestefpolandomized controlled trial is designed
to evaluate the efficacy of the medication in lowgrcholesterol. Thirty participants are

enrolled in the trial and are randomly assignegkteive either the new drug or a placebo.

The participants do not know which treatment they assigned. Each participant is asked to
take the assigned treatment for 6 weeks. At theoéBdveeks, each patient's total cholesterol

level is measured and the sample statistics dialaw/s.

Table 10.1 :Treatment Table

Treatment Sample Mean Standard

Size Deviation
New Drug 15 195.9/28.7
Placebo 15 217.80.3

Is there statistical evidence of a reduction in miedal cholesterol in patients taking the new
drug for 6 weeks as compared to participants takiagebo? We will run the test using the
five-step approach.

103



- Step 1.Set up hypotheses and determine level of sigmifiea
Ho: M1 = U2 H;: M1 < Mo 0=0.05
- Step 2.Select the appropriate test statistic.

Because both samples are small (< 30), we use tist statistic. Before implementing the
formula, we first check whether the assumption qtiadity of population variances is
reasonable. The ratio of the sample variangés,s=28.7/30.3 = 0.90, which falls between
0.5 and 2, suggesting that the assumption of gguaipopulation variances is reasonable.
The appropriate test statistic is:

Xy-;

oy S S

nyo onz o

=

- Step 3.Set up decision rule.

This is a lower-tailed test, using a t statistid @5% level of significance. The appropriate
critical value can be found in the t Table (in MdResources to the right). In order to
determine the critical value of t we need degrdefemdom, df, defined as dfetn,-2 =
15+15-2=28. The critical value for a lower tailegttwith df=28 and=0.05 is -2.048 and the
decision rule is: RejectHf t < -2.048.

« Step 4.Compute the test statistic.

We now substitute the sample data into the formmldhe test statistic identified in Step 2.
Before substituting, we will first compute Sp, theoled estimate of the common standard

deviation.

2 2
g :t/ (1—1)s] +(ma—1)575
£ 7 +rg—2

Y, 2
g o (5-DBT+U5-13I03" _ feorog 29 5
F J 154+15-2 \/7

Now the test statistic,
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19592374 _ 315 _ 5 g9
29.51|'L+L 10777
15 15

« Step 5.Conclusion.

=

We reject H because -2.92 {2.048. We have statistically significant evidemate=0.05 to
show that the mean total cholesterol level is lowgratients taking the new drug for 6 weeks

as compared to patients taking placebo, p < 0.005.

The clinical trial in this example finds a statisiliy significant reduction in total cholesterol,
whereas in the previous example where we had ariuat control (as opposed to a parallel

control group) we did not demonstrate efficacyha hew drug.

Notice that the mean total cholesterol level ingrds taking placebo is 217.4 which is very
different from the mean cholesterol reported amalhgmericans in 2002 of 203 and used as
the comparator in the prior example. The historamaitrol value may not have been the most
appropriate comparator as cholesterol levels haan bncreasing over time. In the next

section, we present another design that can betasessess the efficacy of the new drug.

10.2.1 Two — Sample Test of Proportions — Large Saie
Let p1 and p2 denote the proportions showing aibate in populations 1 and 2. We wish to

compare the null hypothesis

H,: p, = p, with any one of the alternatives

Hll:pl>p2’ H12:pl<p2’ H13:p1¢p2

We have seen that the sample proportion pl, sayisf sufficiently large, has the normal

distribution with mean p and variance qou/n;. Similarly p,~N(p, pg/ n) so that

7 = PP,
(PG, PGy
n n,
Example 1

A sample poll of 240 registered voters’ from stAtshows 60.3% favouring party A while
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another poll of 200 registered voters taken atstrae time from state B shows 53.5%. Using

a 0.01 size test, would you conclude that stat@a#\rhore supporters for party A than state B

Hy:Pa=FR; H,:P,>PR,
P=(240x0.603+200x0.535)/440=0.572

Oy, 5, = 0.0474

Z=(0.603-0.535)/0.0474=1.43

Decision Rule: Reject null hypothesis if Z>2.33. Wé&anot reject null hypothesis.

Summary

In this study session you have learnt about:

(1) Two-Samplet-Test for Equal Means
The two-samplé-test is used to determine if two population meare equal. A common
application is to test if a new process or treatmensuperior to a current process or

treatment.
There are several variations on this test:

1. The data may either be paired or not paired. Bsegawe mean that there is a one-to-
one correspondence between the values in the tmplea. That is, X3, Xz, ..., Xn
andYy, Yo, ..., Y, are the two samples, thehcorresponds tt;. For paired samples,

the differenceX; - Y; is usually calculated.

For unpaired samples, the sample sizes for thesamtples may or may not be equal.
The formulas for paired data are somewhat simplan the formulas for unpaired

data.

2. The variances of the two samples may be assumde tequal or unequal. Equal
variance yields somewhat simpler formulas, althowgh computers this is no longer

a significant issue.
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3. In some applications, you may want to adopt a nevegss or treatment only if it
exceeds the current treatment by some thresholthisncase, we can state the null
hypothesis in the form that the difference betwientwo populations means is equal
to some constantl-12=d0 where the constant is the desired threshold.

(2) Test Statistics for Testing
The following are test of statistics of two samplean of proportions:

Ho: i = 1o

< ifny>30and p>30
I St

o S
jal +
(0] M1 M3

% ifny<30o0rn<30
X¥1-Xy
SpdLli 1
P ny  nz where df =p+n,-2.

The formulas above assume equal variability in tthe populations (i.e., the population

=

variances are equal, o s $°). This means that the outcome is equally variableach of
the comparison populations. For analysis, we hamptes from each of the comparison
populations. If the sample variances are similantthe assumption about variability in the

populations is probably reasonable.

Self-Assessment Questions (SAQs) for study sessidh

Now that you have completed this study session,cauassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NoteghenSelf-Assessment questions at the

end of this Module.
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SAQ 10.1 (Testing Learning Outcomes 10.1)

Lst Two-Samplé-Test for Equal Means

SAQ 10.2 (Testing Learning Outcomes 10.2)

Explain Test Statistics for Testing
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Study Session 11: Regression Analysis

Introduction

Regression analysis is a statistical tool for thgestigation of relationships between
variables. Usually, the investigator seeks to datethe causal effect of one variable upon
another the effect of a price increase upon demf@andexample, or the effect of changes in

the money supply upon the inflation rate.

To explore such issues, the investigator assendlalieson the underlying variables of interest
and employs regression to estimate the quantitaifert of the causal variables upon the
variable that they influence. The investigator algpically assesses the “statistical
significant” of the estimated relationships, that the degree of confidence that the true

relationship is close to the estimated relationship

In this study session, you shall consider situatiahere two variables are observed on each
unit such data are, for instance, age, intelligeguetient data form, a bivariate data etc.
Scatter diagram will be discussed as well as Ieqisare line. We will fit least square line to
using a bivariate data.

Learning Outcomes for Study Session 11

At the end of this study session, you should be &l

11.1Explain Scatter Diagram
11.2 Discuss Least Square

11.1 Scatter Diagram

Scatter graph method is a graphical technique pdra¢ing fixed and variable components of
mixed cost by plotting activity level along x-axasd corresponding total cost (mixed cost)

along y-axis. A regression line is then drawn andhaph by visual inspection.

109



The scatter diagram is known by many names, suckcaier plot, scatter graph, and
correlation chart. This diagram is drawn with twariables, usually the first variable is

independent and the second variable is dependehedirst variable.

¥

>

Dependent Variable
]

Independent Variable

Figure 11.1: Scatter Diagram

The scatter diagram is used to find the correldbietween these two variables. This diagram
shows you how closely the two variables are relatsftler determining the correlation
between the variables, you can easily predict #teabior of the other variable. This chart is

very useful when one variable is easy to measuidtaother is not.

For example, let’s say that you are analyzing thtepn of accidents on a highway. You
select the two variables motor speed and numbacoélents, and draw the diagram.

Once the diagram is completed, you notice thahaspeed of vehicle increases, the number
of accidents also goes up. This shows that theseredation between the speed of vehicles

and accidents happening on the highway.

11.1.1 Type of Scatter Diagram

The scatter diagram can be categorized into setygrat of classifications; however, here |
will discuss two types of classifications that watbver most types of scatter diagrams. The
first classification is based on the type of catien, and the second classification is based on

the slope of trend.

| am giving you two types of classifications beaitsvill show you the same chart with two
different perspectives which will build a solid wrdtanding for you regarding the scatter
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diagram.
According to the type of orrelation, scatter diagrams can be divided intdowang
categories:

Scatter Diagram with No Correlation

Scatter Diagram with Moderate Correlation

ith Strong Correlation

Scatter Diagram W

Figure 11.z Types of Scatter Diagram

The scatter diagram is “A correlation chart thatsugseegression line to explain or to pre
how the change in an independent variable change a dependent variab

Scatter diagram helps you see the changes in thendept variable if you make any chat
to the independent variable. Since this diagramwshgou the correlation between 1

variables, it is also known as a correlationrt.

Usually independent variable is plotted along tleizontal axis (-axis) and depende
variable is plotted on the vertical axis--axis). The independent variable is also known a:
control parameter because it influences the behavithe depedent variable

It is not necessary for one parameter to be a altiny parameter. You can draw the sca

diagram with both variables independent to eackroth this case you can draw any varie

on any axis.
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Please note that the scatter diagram is diffetsar the Ishikawa or fishbone diagram. With
the Ishikawa diagram you see the effect of a caarsdjn the scatter diagram you analyze the

relationship between the two variables.

11.1.2 Scatter Diagram with No Correlation

This type of diagram is also known as “Scatter baagwith Zero Degree of Correlation”.

y

h

Dependent Variable
]
]

Independent Variable

Figure 11.3: Scatter Diagram with No Correlation

In this type of scatter diagram, data points areag so randomly that you cannot draw any

line through them. In this case you can say thatethis no relation between these two

variables.

11.1.3 Scatter Diagram with Moderate Correlation
This type of diagram is also known as “Scatter aagwith Low Degree of Correlation”.

¥

Dependent Variable
[ ]

Independent Variable

Figure 11.4: Scatter Diagram with Moderate Correlation

Here, the data points are little closer togethat wou can feel that some kind of relation

exists between these two variables.
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11.1.4Scatter Diagram with Strong Correlation
This type of diagram is also known as “Scatter baagwith High Degree of Corlation”.
In this diagram, data points are grouped very closach other such that you can draw a

by following their pattern.

Dependent Variable
o

Independent Variable

Figure 11.5:Scatter Diagram with Strong Correlation

In this case you will say that the variables closely related toeach otheHere the

discussion on the first type of classification e
11.1.5 Scatter Diagram Base slope of trend of thealla Point

You can also divide the scatter diagram accordirtjeclope of the trend of the data poi
such as:

Figure 11.6:Scatter Diagram Base slope of trend of the Datat
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Strong correlation means there is a clear visiblation and weak correlation means a visible

relationship is not very clear.

1. Scatter Diagram with Strong Positive Correlation

This type of diagram is also known as Scatter Riagwith Positive Slant.

¥

A

Dependent Variable
]

> X

Independent Variable

Figure 11.7: Scatter Diagram with Strong Positive Correlation

In positive slant, the correlation will be positjvee. as the value of x increases, the value of y
will also increase. Hence you can say that theesloipstraight line drawn along the data
points will go up. The pattern will resemble theagght line. For example, if the temperature

goes up, cold drink sales will also go up.

2. Scatter Diagram with Weak Positive Correlation
Here as the value of x increases the value of lyalsb increase, but the pattern will
not closely resemble a straight line.

\

h

Dependent Variable
)

Independent Variable

Figure 11.8: Scatter Diagram with weak Positive Correlation

3. Scatter Diagram with Strong Negative Correlation
This type of diagram is also known as Scatter Riagwith Negative Slant.
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Dependent Variable

> X

Independent Variable

Figure 11.9: Scatter Diagram with Strong Positive Correlation

In negative slant, the correlation will be negative. as the value of x increases, the value of
y will decrease. Here you can say that the slope sifaight line drawn along the data points
will go down. For example, if the temperature gogs sales of entry tickets to the goes

down.
4. Scatter Diagram with Weak Negative Correlation

Here as the value of x increases the value of lydedrease, but the pattern will not resemble

a straight line.

Dependent Variable

Independent Variable

Figure 11.10:Scatter Diagram with Weak Negative Correlation

11.1.6 Benefits of a Scatter Diagram

The following are a few advantages of a scattegrdia:
It shows the relationship between two variables.
It is the best method to show you a non-lineargpatt

P w0 P

The range of data flow, i.e. maximum and minimurtugacan be easily determined.
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5. Observation and reading is straightforward.

6. Plotting the diagram is relatively simple.
11.1.7 Limitations of a Scatter Diagram

The following are a few limitations of a scatteagtiam:

Scatter diagram is unable to give you the exadrexdf correlation.

v Scatter diagram does not show you the quantitatde@sure of the relationship
between the variable. It only shows the quantita@xpression of the quantitative
change.

v This chart does not show you the relationship forarthan two variables.

11.1.8 Simple Bivariate Regression Model
A regression model may be simple (linear), multipidinear. We shall consider the simple

Bivariate linear regression model, which is of ttven:

VEAEFC

Where

Y is the dependent variable
X is the independent variable
T is the intercept

B is the slope of the line
e is the error term

The equation * is referred to as Least Square Emuatowever, both and 14 are constants

and are determined by solving the simultaneougjuatons

2y=ap x*+
The two equations are the normal equations fordhst square line. Solving the equations
N2 =y fx
NY X - %
MORIEIRIN'

. x - x)?

simultaneously, the values afandg are obtained as3 =

Computationally, the slope could be calculate
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Example

Given the table below on the pair of random vagalgk, y)

X 1112 (34|65

Y (2 |3 |4 |68

Present the information on a scatter diagram aralléast square line to the data

Solution
X Y XY X ? Y?
1 2 2 1 4
2 3 6 4 9
3 4 12 9 16
4 6 24 18 36
5 8 40 25 64
15 23 84 55 129
D> XY=84

X =15/5=30

Y =23/5= 46

Tofitaline Y =@+ A
5 NY xy=> x>y
N2 X = (20" (g4 - (15.23)/5)/(55 - (15.5)/5)=1.5

a=Y-AX 46_(1.5)(3.0=0.1
Y=0.1+1.5x

The Least Square line can be fitted by substitutirgvalues of x intoY = a+pX to obtain
corresponding y

11.2 Least Square Method

The least squares method is a form of mathematgmession analysis that finds the line of
best fit for a dataset, providing a visual dematigin of the relationship between the data
points. Each point of data is representative ofrtlationship between a known independent

variable and an unknown dependent variable.
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11.2.1 Breaking Down 'Least Squares Method'
The least squares method provides the overallnatofor the placement of the line of best

fit among the data points being studied.

The most common application of the least squarebadereferred to as linear or ordinary,
aims to create a straight line that minimizes thm ©f the squares of the errors generated by
the results of the associated equations, such asstjuared residuals resulting from
differences in the observed value and the valueipated based on the model.

This method of regression analysis begins withtakdata points to be graphed. An analyst
using the least squares method will be seekinge dif best fit that explains the potential
relationship between an independent variable asepandent variable.

In regression analysis, dependent variables argyradsd on the vertical Y axis and
independent variables are designated on the hdak&naxis. These designations will form
the equation for the line of best fit, which isel@ined from the least squares method.

Example

The following are 8 data points that shows theti@ighip between the number of fishermen
and the amount of fish (in thousand pounds) theycedich a day.

Number of Fishermen Fish Caught

18 39
14 9
9 9
10 7
5 8
22 35
14 36
12 22

According to this data set, what is the functiomwsen the number of fishermen and the
amount of fish caught?

Hint: let the number of fisherman be x, and the amf fish caught be y, and use LLS to

find the coefficients.
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Answer

By the simple calculation and statistic knowledge,can easily find out:

1. =13

2. = 20.625, and
3. the following chart

XY
18395 18.37591.875 | 25

149 |1 1
9 9 46.5 16
107 40.875 | 9
5 |8 101 64

22359 14.375129.37581
141361 15.37515.375 | 1

1222 1.375 1

Thus, we have , and , so the slope, a, =

And last the intercept, b, = Therefore, the linkmast-squares line is .The line of best fit
determined from the least squares method has aatiequthat tells the story of the
relationship between the data points.

Computer software models are used to determindirtbeof best fit equation, and these
software models include a summary of outputs falyais. The least squares method can be
used for determining the line of best fit in angnession analysis. The coefficients and

summary outputs explain the dependence of theblasdeing tested.

Summary

In this study session you have learnt about:

1.Scatter Diagram

Scatter graph method is a graphical technique drs¢ing fixed and variable components of
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mixed cost by plotting activity level along x-axasd corresponding total cost (mixed cost)
along y-axis. A regression line is then drawn andhaph by visual inspection.

2.Least Square Method

The least squares method is a form of mathemategmession analysis that finds the line of
best fit for a dataset, providing a visual dematgin of the relationship between the data
points. Each point of data is representative ofréiationship between a known independent

variable and an unknown dependent variable.

Self-Assessment Questions (SAQs) for study sessidn

Now that you have completed this study session,cauassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NotedhenSelf-Assessment questions at the
end of this Module.

SAQ 11.1 (Testing Learning Outcomes 11.1)
Highlight on the Scatter Diagram Method

SAQ 11.2 (Testing Learning Outcomes 11.2)

Discuss on the Least Square Method

Reference

John, E. F.(1974). Modern Elementary Statistioserhational Edition. London: Prentice
Hall.

Murray, R. S. (1972) Schaum’s Outline Series. Theand Problems of Statistics. New
York: McGraw-Hill Book Company

Shangodoyin, D. K. and Agunbiade D. A. (1999). Famdntals of Statistics Ibadan: Rasmed
Publications

Shangodoyin D. K. et al (2002). Statistical Theang Methods Ibadan: Joytal Press.
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Study Session 12: Correlation Analysis

Introduction

Correlation is another way of assessing the relatipp between variables. To be more
precise, it measures the extent of correspocel between the ordering of two
random variables. There is a large amountrefemblance between regression and
correlation but for their methods of intefateon of the relationship. For example, a
scatter diagram is of tremendous help when tryongdetscribe the type of relationship existing

between two variables.

This study session introduces you to the concembatklation. The definition and types of
correlation are highlighted. Interpretation of @dation coefficient is discussed. Examples

are given for the two types of correlation discdsse

Learning Outcomes for Study Session 12

At the end of this study session, you should be &l

12.1 Explain Pearson Product-Moment Correlation

12.2 Discuss Spear’s Ranking Order Correlation

12.1 Pearson Product Correlation

The Pearson product-moment correlation coeffic{entPearson correlation coefficient, for
short) is a measure of the strength of a lineab@ason between two variables and is
denoted by. Basically, a Pearson product-moment correlatitengpts to draw a line of best
fit through the data of two variables, and the Bearcorrelation coefficient, indicates how
far away all these data points are to this linbéest fit (i.e., how well the data points fit this
new model/line of best fit).
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12.1.1 What values can the Pearson correlation cdefent take

The Pearson correlation coefficientcan take a range of values from +1 to -1. A vallié
indicates that there is no association betweentilte variables. A value greater than 0
indicates a positive association; that is, as thleles of one variable increases, so does the
value of the other variable. A value less thandicates a negative association; that is, as the
value of one variable increases, the value of therovariable decreases. This is shown in the

diagram below:

F ~ s

Positive Correlation Hegative Correlation Mo Correlation

v
v
v

Figure 12.1: Types of Pearson Correlation

12.1.2 How can we determine the strength of assotiam based on the Pearson

correlation coefficient

The stronger the association of the two variablbg closer the Pearson correlation
coefficient,r, will be to either +1 or -1 depending on whethes telationship is positive or

negative, respectively. Achieving a value of +1-brmeans that all your data points are
included on the line of best fit — there are ncadadints that show any variation away from

this line.

Values forr between +1 and -1 (for examptes= 0.8 or -0.4) indicate that there is variation
around the line of best fit. The closer the valtie o O the greater the variation around the
line of best fit. Different relationships and theworrelation coefficients are shown in the

diagram below:
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Ii
= -

r=-07 . r=-0.3. r

> »

Figure 12.2:Pearson correlation coefficient

12.1.3 Guidelines to interpreting Pearson's correlion coefficient
Yes, the following guidelines have been proposed:

Coefficient,r

Strength of Association Positive Negative

Small 1to.3 -0.1t0 -0.3
Medium 3to .5 -0.3t0-0.5
Large S5101.0 -0.5t0-1.0

Remember that these values are guidelines and arhathassociation is strong or not will

also depend on what you are measuring.
12.1.4 Using any type of Variable for Pearson's Coelation Coefficient

No, the two variables have to be measured on edthénterval or ratio scale. However, both
variables do not need to be measured on the saahe (gcg., one variable can be ratio and
one can be interval). Further information abouetypf variable can be found in our Types of
Variable guide. If you have ordinal data, you wiliant to use Spearman's rank-order

correlation or a Kendall's Tau Correlation inste&the Pearson product-moment correlation.
12.1.5 Do the two variables have to be measuredtime same units

No, the two variables can be measured in entiréfgrdnt units. For example, you could
correlate a person's age with their blood sugai¢eWere, the units are completely different;

age is measured in years and blood sugar level ureghsn mmol/L (a measure of
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concentration).

Indeed, the calculations for Pearson's correlatmefficient were designed such that the units
of measurement do not affect the calculation. Htigws the correlation coefficient to be
comparable and not influenced by the units of tgables used.

12.1.6 What about dependent and independent variabé

The Pearson product-moment correlation does netitgk consideration whether a variable
has been classified as a dependent or independgable. It treats all variables equally. For
example, you might want to find out whether bas&ktperformance is correlated to a

person's height. You might, therefore, plot a grahperformance against height and
calculate the Pearson correlation coefficient.

Lets say, for example, that = .67. That is, as height increases so does Hzket
performance. This makes sense. However, if we qaathe variables the other way around
and wanted to determine whether a person's heigist determined by their basketball
performance (which makes no sense), we wouldggtht = .67.

This is because the Pearson correlation coeffigiegtes no account of any theory behind
why you chose the two variables to compare. Thikuistrated below:

»
Lt

.

>

Variable B

r=0.7 r=0.7

Variable A

» i

” Ll
Variable A Variable B

Figure 12.3:Comparison of Two Pearson Variables

12.1.7 The Pearson correlation coefficient indicatdhe slope of the line

It is important to realize that the Pearson coti@hacoefficient,r, does not represent the

slope of the line of best fit. Therefore, if yout gePearson correlation coefficient of +1 this
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does not mean that for every unit increase in @m@ble there is a unit increase in another. It
simply means that there is no variation betweerdtta points and the line of best fit. This is

illustrated below:

N x
” L

Figure 12.4:Pearson correlation coefficient indicate the slopthe line

12.1.8 Assumptions of Pearson's correlation make

There are five assumptions that are made with ot$pdearson's correlation:

1. The variables must be either interval or ratio meaments (see our Types of
Variable guide for further details).

2. The variables must be approximately normally distied (see our Testing for
Normality guide for further details).

3. There is a linear relationship between the twoaldes (but see note at bottom of
page). We discuss this later in this guide (jumthts section here).

4. Outliers are either kept to a minimum or are rendogatirely. We also discuss this
later in this guide (jJump to this section here).

5. There is homoscedasticity of the data. This isufised later in this guide (jump to

this section here).
12.1.9 How can you detect a linear relationship

To test to see whether your two variables fornnadr relationship you simply need to plot

them on a graph (a scatte rplot, for example) aadally inspect the graph's shape. In the
diagram below, you will find a few different examaplof a linear relationship and some non-
linear relationships. It is not appropriate to gsala non-linear relationship using a Pearson

product-moment correlation.
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A A A

Linear Mon-Linear Mon-Linear

¥

Ldl L4

Figure 12.5:Pearson linear relationship

Note: Pearson's correlation determines the degree tahwai relationship is linear. Put
another way, it determines whether there is a timemponent of association between two
continuous variables. As such, linearity is notiallty an assumption of Pearson's correlation.

However, you would not normally want to pursue arBen's correlation to determine the
strength and direction of a linear relationship whgu already know the relationship

between your two variables is not linear.

Instead, the relationship between your two varmbteght be better described by another
statistical measure. For this reason, it is nobomoon to view the relationship between your
two variables in a scatter plot to see if runningearson's correlation is the best choice as a
measure of association or whether another measautlwe better.

In Text Question

To test to see whether two variables form a limetationship you simply need to plot them

on a tablelrue/False

In Text Answer
False (Graph)

12.2 Spear’s Ranking Order Correlation

In statistics, a rank correlation is any of seveatatistics that measure an ordinal association
the relationship between rankings of different patlivariables or different rankings of the
same variable, where a "ranking" is the assignrottite labels "first”, "second", "third", etc.

to different observations of a particular variable.
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A rank correlation coefficient measures the degresimilarity between two rankings, and
can be used to assess the significance of theorelaetween them. This guide will tell you
when you should use Spearman's rank-order cowelatd analyse your data, what
assumptions you have to satisfy, how to calcutagnd how to report it. If you want to know

how to run a Spearman correlation in SPSS Statjgi@ to our guide here.

12.2.1 When should you use the Spearman's rank-ordeorrelation
The Spearman's rank-order correlation is the nampetric version of the Pearson product-
moment correlation. Spearman's correlation coefficip, also signified bys) measures the

strength and direction of association between awnked variables.

12.2.2 What are the assumptions of the test

You need two variables that are either ordindkrial or ratio (see our Types of Variable
guide if you need clarification). Although you wdutormally hope to use a Pearson product-
moment correlation on interval or ratio data, tipe&man correlation can be used when the

assumptions of the Pearson correlation are markeaoligted.

However, Spearman's correlation determines thengitneand direction of thenonotonic
relationship between your two variables rather than the streagd direction of the linear
relationship between your two variables, which tPearson's correlation determines.

12.2.3 What is a monotonic relationship

A monotonic relationship is a relationship that slo@e of the following: (1) as the value of
one variable increases, so does the value of ther oariable; or (2) as the value of one
variable increases, the other variable value deesaExamples of monotonic and non-

monotonic relationships are presented in the dradralow:

F S A A

Monotonic Monotonic Mon-Menatonic

- »
L > »*

Figure 12.6: Spear’s Ranking Order Correlation monotonic relahip
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12.2.4 Why is a monotonic relationship important tdSpearman's correlation

Spearman’s correlation measures the strength aactidn of monotonic association between
two variables. Monotonicity is "less restrictivehan that of a linear relationship. For
example, the middle image above shows a relatipribiait is monotonic, but not linear.

A monotonic relationship is not strictly an assuimptof Spearman's correlation. That is, you
can run a Spearman's correlation on a non-monotefationship to determine if there is a

monotonic componentto the association.

However, you would normally pick a measure of aggmm, such as Spearman'’s correlation,
that fits the pattern of the observed data. Thaif is scatterplot shows that the relationship
between your two variables looks monotonic you wauh a Spearman's correlation because

this will then measure the strength and directibtinis monotonic relationship.

On the other hand if, for example, the relationskppears linear you would run a Pearson's
correlation because this will measure the stremgith direction of any linear relationship.
You will not always be able to visually check whatlyou have a monotonic relationship, so

in this case, you might run a Spearman's correlaio/way.

12.2.5 How to rank data

In some cases your data might already be rankedpfben you will find that you need to

rank the data yourself. Thankfully, ranking datanad a difficult task and is easily achieved
by working through your data in a table. Let us sider the following example data

regarding the marks achieved in a maths and Engkam:

Exam Marks
English 56 75 45 71 61 64 58 80 76 61
Maths 66 70 40 60 65 56 59 77 67 63

The procedure for ranking these scores is as fatlow

First, create a table with four columns and laheht as below:

English (mark) Maths (mark) Rank (English) Rank (maths)
56 66 9 4
75 70 3 2
45 40 10 10
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English (mark) Maths (mark) Rank (English) Rank (maths)

71 60 4 7
61 65 6.5 5
64 56 5 9
58 59 8 8
80 77 1 1
76 67 2 3
61 63 6.5 6

You need to rank the scores for maths and Engkglarately. The score with the highest
value should be labelled "1" and the lowest scbrikl be labelled "10" (if your data set has
more than 10 cases then the lowest score will bermany cases you have). Look carefully
at the two individuals that scored 61 in the Erdgégam (highlighted in bold).

Notice their joint rank of 6.5. This is because wlyeu have two identical values in the data
(called a "tie"), you need to take the averagehef tanks that they would have otherwise
occupied. We do this because, in this example, axe mo way of knowing which score
should be put in rank 6 and which score shouldaoé&ed 7. Therefore, you will notice that
the ranks of 6 and 7 do not exist for English. Ehizgo ranks have been averaged ((6 + 7)/2

= 6.5) and assigned to each of these "tied" scores.
12.2.6 What is the definition of Spearman's rank-ader correlation?

There are two methods to calculate Spearman'slatore depending on whether: (1) your
data does not have tied ranks or (2) your datdiedganks. The formula for when there are

no tied ranks is:

6Yd;

S . - T
i n(nz —1)

where ¢ = difference in paired ranks and= number of cases. The formula to use when there

are tied ranks is:

5 = Yilxi—x)(y; — )
\/Et(xf —X)2 Y7 —¥)?
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wherei = paired score.

It is denoted by
D XY = XY

r=
JO X2 =X (X Y2 - nv?)

=-1<r <1
Example: The demand and price of a particular commodityracerded as follows:

Demand(Y) 2 3 5 4 6
PriceNX) 1 2 3 4 5

Find the product moment correlation co-efficientlod data.

Solution
Yi Xi Xi Y Xi2 Y2
2 1 2 1 4
3 2 6 4 9
5 3 15 9 25
4 4 16 16 16
6 5 30 25 36
20 15 96 55 90
D XY = XY

r=
JO X2 =X (X Y2 - nv?)

90- 5(3)(4)
_ |15~ 5% J|l90- 5(4?)

r——9 —3—09
v10x10 10

The above result r = 0.9 implies a strong (or d)jreelationship (Correlation between) the

price and demand for the commaodity.

Interpretation of r
i. Whenr =1, itindicates a perfect positive cottiela

ii. Whenr =-1, itindicates a perfect negative caiieh.
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iii. When -1 <r<-0.5, itindicates a strong negatiogelation.
iv. When -0.5<r <0, it indicates a weak negativeatation.
v. When 0 <r < 0.5, it indicates a weak positive elation.

vi. When 0.5 <r 1, it indicates a strong positive efation.

Example
Suppose we are interested in seeing if there imead relationship between age and

height for children ages 3 to 9.

A random sample of children gave the following data

Age ) Height §) Xy
3 38 114
3 31 93
4 37 148
6 40 240
6 49 294
7 45 315
9 51 459
38 291 1663

So

> x =138, y=291,> xy= 1663

Furthermore,

z x 2 = 236 ,andz y 2 = 12401

Response variablg)(- the one we are primarily interested in.
Explanatory variablexj - one that is thought to affect the responseatdei

First, construct a scatter diagram (scatterplat)plot of the ordered pairg, (y) with
the response variablg, on the vertical axis.
Correlation coefficient measures the_strengtnd directionof the linearrelationship

between two quantitative variables.
Notation:[] = population correlation

r = sample correlation
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i DI VIERD VD,
\/nz xz—(z X)z\/nz yz_(z y)2

So, for our data set,
_ 7(1663)-(38)(29) C 0877
\/7(236)—(38)2\/7(12401)—(29)2 '

Interpretation : There is a strong, positive linear relationshgiween age and height for

r

r

children ages 3 to 9.

Coefficient of determination = r? = the proportion of variation ig that is explained by
its linear relationship with.

1
Interpretation: 76.9% of the variation in height can be expldingy its linear

relationship with age.

Summary

In this study session you have learnt about:
1. Pearson Product Correlation

The Pearson product-moment correlation coeffic{entPearson correlation coefficient, for
short) is a measure of the strength of a lineab@ason between two variables and is
denoted by.

Basically, a Pearson product-moment correlatioangpts to draw a line of best fit through
the data of two variables, and the Pearson coiwal@befficient,r, indicates how far away
all these data points are to this line of bes{ifé., how well the data points fit this new

model/line of best fit).
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1. Spear’s Ranking Order Correlation
In statistics, a rank correlation is any of sevetatistics that measure an ordinal association
the relationship between rankings of different patlivariables or different rankings of the

same variable, where a "ranking" is the assignroktite labels "first”, "second", "third", etc.

to different observations of a particular variable.

Self-Assessment Questions (SAQs) for study sessiidh

Now that you have completed this study session,caruassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at tlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 12.1 (Testing Learning Outcomes 12.1)

Highlight on Pearson Product Correlation

SAQ 12.2 (Testing Learning Outcomes 12.2)

Discuss Spear's Ranking order Correlation

Reference
John, E. F.(1974). Modern Elementary Statistioserhational Editions London: Prentice
Hall

Murray, R. S. (1972) Schaum’s Outline Series. Themd Problems of Statistics. New York:
McGraw-Hill Book Company.

Shangodoyin, D. K. and Agunbiade D. A. (1999). Famdntals of Statistics Ibadan: Rasmed

Publications.
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Study Session 13: Introduction to Time Series Anasis

Introduction

A time series plays a significant role in the asadyof socio-economic data. These are mostly
data on finance, insurance, marketing, populateto, It is also very useful in forecasting
because the objective of a time series is to fateftdure values to enable us make good

plans for the future.

A time series is a series of data points indexedigted or graphed) in time order. Most
commonly, a time series is a sequence taken aessive equally spaced points in time. ...
Time series forecasting is the use of a model &alipt future values based on previously
observed values.

The concept of Time Series is covered in this sgelsion. It introduces you to the definition
of Time Series, objectives of a Time Series, congpof a Time Series and models of Time

Series.

Learning Outcomes for Study Session 13

At the end of this study session, you should be &l

13.1 Define Time Series

13.2 Component of Time Series

13.1 Definition of a Time Series

A time series consists of a set of chronologicaenbation (continuous or discrete) taken at a
specified time, usually at equal intervals. We deratime series by (Xt) where (Xt) is the

observed value in time.

A time series may be represented graphically ak@ fhat is, the plot of observation Xt
against time (t) so as to observe the inherentachenistics of the time series data. The basic
idea of time series is that given a set of data, sirould be able to estimate or forecast Xt+1,
Xt+2, etc.
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13.1.1 Objectives of Time Series Analysis
It would be incomplete to approach the fundamentdistime series analysis without
discussing the main reasons for analyzing timeeseiihe objectives of time series analysis

may be broadly classified into four major typesnvestigation.

The first exploration of time series data is thet if the series over time (Time Plot), then a
sample descriptive measures of the main propeofiese series could be obtained. In this,
we intend to look at outliers, troughs, presenceuniing points etc that may be pronounced

on the time plot.

1. In order to have a deeper understanding of the amsm, which generates a given
time series, we make use of the variation in ome tseries to explain the variation in

another time series. The analysis of linear sysigmades more information.

2. An important task in time series analysis is todpethe future. Given an observed
time series, one may want to predict the futureieslof the series. If one can forecast
that a manufacturing process is going to move affydat, then an appropriate
corrective action could be taken.

3. When a time series generated measures the quéldaynmanufacturing process, the
aim of the analysis may be to control the proc@$® procedures on these are of
several kinds, ranging from charts to inspectiordei®. A stochastic model is fitted
to the series, and the future values of the saresprovided and then the input

process variables are adjusted so as to keepdbegw on target.

13.2 Components of Time Series

The factors that are responsible to bring aboungés in a time series, also called the

components of time series, are as follows:
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Figure 13.1Component of Time Series

1.Secular Trend

The secular trents the main component of a time series which reduttm long term effec
of socioeconomic and political factors. This trend may shibe/ growth or decline in a tin
series over a long period. This is the type of &grmy which continues to persist fc very
long period. Prices, export and imports data, feangple, reflect obviously increasi

tendencies over time.

2.Seasonal Trend

These are short term movements occurring in adlsgao seasonal factors. The short ter
generally considered as arjoel in which changes occur in a time series widhiations in
weather or festivities. For example, it is comnyoobserved that the consumption of-
cream during summer us generally high and heness s#l an ic-cream dealer would
higher in some onths of the year while relatively lower during t@nmonths

Employment, output, export etc. are subjected tangk due to variation in weath
Similarly sales of garments, umbrella, greetingdsaand fir-work are subjected to lar
variation durimg festivals like Valentine’s Day, Eid, ChristmassW Year etc. These types
variation in a time series are isolated only whengeries is providedannually, quarterly o

monthly.
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3.Cyclic Movements

These are long term oscillation occurring in a tiseies. These oscillations are mostly
observed in economics data and the periods of sscitlations are generally extended from

five to twelve years or more. These oscillations associated to the well known business
cycles. These cyclic movements can be studied geova long series of measurements, free

from irregular fluctuations is available.

4.Irregular Fluctuations

These are sudden changes occurring in a time sehief are unlikely to be repeated, it is
that component of a time series which cannot bdaexgd by trend, seasonal or cyclic
movements .It is because of this fact these vanatsome-times called residual or random

component.

These variations though accidental in nature, camse a continual change in the trend,
seasonal and cyclical oscillations during the foothing period. Floods, fires, earthquakes,

revolutions, epidemics and strikes etc,. are tlog cause of such irregularities.

In Text Question

The short term is generally considered as a perioshich changes occur in a time series
with variations in weather or festivities.

(a) Irregular

(b) Cyclic Movement

(c) Seasonal Trend

(d) Secular Trend

In Text Answer

The answer is (c) seasonal Trend

13.2.1 Time series decomposition

We shall think of the time serigsyt as comprising three components: a seasonal aoempo

a trend-cycle component (containing both trend awde), and a remainder component
(containing anything else in the time series). &mmple, if we assume an additive model,

then we can write
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Y=+ Tt+Et, yt=St+Tt+Et,

whereytyt is the data at periott, 3St is the seasonal component at petflipdltTt is the
trend-cycle component at periol and EtEt is the remainder (or irregular or error)
component at periott. Alternatively, a multiplicative model would beriiten as

Y=SIX TtXEt.yt=StxTtxEt.

The additive model is most appropriate if the magte of the seasonal fluctuations or the
variation around the trend-cycle does not vary wité level of the time series. When the
variation in the seasonal pattern, or the varia@waund the trend-cycle, appears to be
proportional to the level of the time series, tleemultiplicative model is more appropriate.

With economic time series, multiplicative models aommon.

An alternative to using a multiplicative modeltasfirst transform the data until the variation

in the series appears to be stable over time,le@rduse an additive model.

Sometimes, the trend-cycle component is simplyedathe “trend” component, even though

it may contain cyclic behaviour as well.

The data have been adjusted by working days andalimed so a value of 100 corresponds
to 2005.

Electrical equipment manufacturing (Euro area)

J \‘//\/

100 110 120 130
1 L 1 1

New orders index
a0

80

70

60

T T T
2000 2005 2010

Figure 13.2: Time series Decomposition 1
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13.2.2 De-Seasonalizing a Time Series

Seasonality in a time series can be identified dgularly spaced peaks and troughs which
have a consistent direction and approximately #mesmagnitude every year, relative to the
trend. The graph below, that of a retailer, showstrangly seasonal series. In the fourth
guarter each year, sales increase due to holidaypsig. In this example, the magnitude of

the seasonal component increases over time, adftoaend.

Sales in Millions By Quarter 2000-2003

$100

T

R S o P

& & S @39 @s@*@ R
0 ¢ O ¢ &

& \r}rﬁ‘b o

Figure 13.3: Time series Decomposition 2

A time series can be de-seasonalized when onlyasosal component is present, or when
both seasonal and trend components are presestislditwo-step process:

1.Compute seasonal/irregular indexes and use thel®-seasonalize the data;

2.Use regression analysis on the remaining tretalitla trend is apparent in

13.2.3 Seasonal Variation

In statistics, many time series exhibit cyclic aion known as seasonality, seasonal
variation, periodic variation, or periodic flucti@ts. This variation can be either regular or
semi-regular. Seasonal variation is a componera tifme series which is defined as the
repetitive and predictable movement around thedthe® in one year or less.

It is detected by measuring the quantity of intefes small time intervals, such as days,

weeks, months or quarters. Organizations facingased variations, like the motor vehicle
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industry, are often interested in knowing theirfpenance relative to the normal seasonal

variation.

The same applies to the ministry of employment Wiagpects unemployment to increase in
June because recent graduates are just arrivioghatjob market and schools have also been
given a vacation for the summer. That unemploynmereased as predicted is a moot point;

the relevant factor is whether the increase is motess than expected.

13.2.4 Moving Average
A widely used indicator in technical analysis thatps smooth out price action by filtering
out the “noise” from random price fluctuations. Awving average (MA) is a trend-following

or lagging indicator because it is based on pasegr

The two basic and commonly used MAs are the simmeing average (SMA), which is the
simple average of a security over a defined nundbeime periods, and the exponential

moving average (EMA), which gives bigger weightore recent prices.

The most common applications of MAs are to identifg trend direction and to determine
support and resistance levels. While MAs are usafiolugh on their own, they also form the

basis for other indicators such as the Moving Ager@onvergence Divergence (MACD).

13.2.5 Additive model
A data model in which the effects of individual tiars are differentiated and added together

to model the data. They occur in several Minitaimo@ands:

- An additive model is optional for Decomposition pedures and for Winters' method.
- An additive model is optional for two-way ANOVA predures. Choose this option to

omit the interaction term from the model.

13.2.6 Multiplicative model

This model assumes that as the data increase,esotlde seasonal pattern. Most time series
plots exhibit such a pattern. In this model, tlentr and seasonal components are multiplied

and then added to the error component.
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13.2.7 Using an additive model or a multiplicativenodel
Choose the multiplicative model when the magnitoflehe seasonal pattern in the data
depends on the magnitude of the data. In other syah& magnitude of the seasonal pattern

increases as the data values increase, and decesad® data values decrease.

Choose the additive model when the magnitude ok#asonal pattern in the data does not
depend on the magnitude of the data. In other wdh#smagnitude of the seasonal pattern

does not change as the series goes up or down.

If the pattern in the data is not very obvious, od have trouble choosing between the
additive and multiplicative procedures, you can lioth and choose the one with smaller

accuracy measures.

Time Series Models

In the light of the above components of a timeesefX;}, we can represent a series in two
convenient models as some functions of the componBEme standard forms are the

following:
1. X = Ti+ G+ S + |. called the additive model an
2. Xi= Ti.G. S. |k called the multiplicative model.

The logarithmic transformation of (1) leads to, @)d where the cyclic variation is not

pronounced, the two models reduce t&XT; . G . k. and T+ G + |; respectively.

Summary

In this study session you have learnt about:

1. Definition of a Time Series

A time series consists of a set of chronologicaesbation (continuous or discrete) taken at a
specified time, usually at equal intervals. We deratime series by (Xt) where (Xt) is the

observed value in time. A time series may be regmesl graphically as a plot, that is, the
plot of observation Xt against time (t) so as te@le the inherent characteristics of the time

series data.
2.Component of Time Series

> Secular Trend

» Seasonal Trend
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» Cyclic Movements

» lrregular Fluctuations

Self-Assessment Questions (SAQs) for study sessidh

Now that you have completed this study session,camuassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NoteghenSelf-Assessment questions at the
end of this Module.

SAQ 13.1 (Testing Learning Outcomes 13.1)
Explain Time Series

SAQ 13.2 (Testing Learning Outcomes 13.2)
Discuss the Component of Time Series
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Study Session 14: Time Series Analysis - Estimatioof Trends

and Seasonal Variations

Introduction

Trend estimation is a statistical technique to iatérpretation of data. When a series of
measurements of a process are treated as a tifas, $82nd estimation can be used to make
and justify statements about tendencies in the tgteelating the measurements to the times
at which they occurred.

The objective of time series analysis is to idgntife direction and magnitude of any trend
present in the data. To achieve this objective,ynmaathods are available in practice for the
estimation of trend in a series. We shall examoraesof these methods

Figure 14.1: Estimation Trend
This study session will introduce you to estimataf trends and seasonal variation in time

series analysis.
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Learning Outcomes for Study Session 14

At the end of this study session, you should be &l

14.1 Highlight on Moving Average Method
14.2 Explain The Least Square Method

14.1 Moving Average Method

The technique of using the moving average methadad ieplace a particular measurement by
the arithmetic mean of a series of measurementshic¢h it is the center. When an odd

number is chosen, the moving average is centrat abserved measurement.

But where an even number of measurement is chdsemoving average is centred between
two observed measurements and must be re-centredle beomparisons can be made

between the average and the measurement.

Suppose we are given XXz, ....,Xy on {Xi}, the n-point moving average are:

Yi1=X+ Xot oo .t Xy

n

Yo = X1+ Xot oot Xy

n

Yn-n = XNen + Xnen + 2t XN

For illustration, consider the hypothetical obséiores X;, X»,...,X12 given on {X}. Suppose

our interest is on 4pt-moving average, we shallenade of the routine displayed in the table

below:
DATA 4-POINT 4-POINT AVERAGE | CENTRED 4
TOTAL POINT MOVING
AVERAGE
X1 4
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2 Xi=T,
i=1

X2 5 T1/4 = V]_
2 Xi=T,
i=2

X3 6 Tol4 = V> Vi+Vo=M,
2 Xi=Ts
=3

Xa Tal4 = V3 Vo,+Vz=M;
7
2 Xi=T,

Xs i=4 Tad =V, V3 + Vs=M;
8
2 Xi=Ts

Xe = To/4 = Vs Vi+ Vs =M
9
2 Xi=Te

X7 =6 Tel4 = Vs Vs + Ve =Ms
10

Xsg Z Xi=Ty T74 =V Ve + V7=Mg
=7
11 8/

X Tsld =V, V:+Ve=M

9 > iz To 8 7+ Vg 7

i=8
12

X10 > Xi=Tg | T4 =Vo Vg + Vo= Mg
=9

X11

X12

The advantage is that it gives the true naturdefttend, that is, a simple description of the
underlying trend, particularly, when the trend mad. Although, this method loses the
extreme values, it should be noted that one caergbre the moving average trend for the

series to any point in time.
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14.2 Method of Least Squares

This method can be used to find the equation apgpropriate trend line and the trend values
Tt can be computed from the equation using the Egsares approach of regression analysis.

The normal equations for the trend line are:

Zn: X, =na+ bzn:t
t=1 t=1

t=1 t=1 t=1
The least squares estimate of a and b are thamohlat the normal equations which can

be determined by solving the equations simultangolibe estimates are then given as
a=X,—-bt
t X
S, - ZOEX)
n
>t 7(202
n

b=

Thus the trend line equation is then
T, =a+hbt
One disadvantage of this method is that a lineardtimay be fitted into a series which is not

exactly linear.

14.2.1 The Freehand Method

This consists of fitting a trend line or curve lopking at the graph. If the type of equation of
this curve is known, it is possible to obtain tlemstants in the equation by choosing as many
points on the curve in a straight line; two poiate necessary. The disadvantage of this

method is that different observers will obtain drént curves and equations.

14.2.2 The Method of Semi Average
This consists of separating the data into two egasatis and averaging the data in each part,

thus obtaining two points on the graph of the terdes. A trend line is then drawn between
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these two points, and trend values can be detednifige demerit of this method is that it
may lead to poor results when used indiscriminatalgo, it is applicable only where the

trend is linear.

14.2.3 The Method of Curve Fitting
This approach is particularly adequate when theeses non-seasonal and has trend. The

various curves that can be fitted are Gompertzjdtmgand Polynomial.
1.Elimination of Trend

A special way of eliminating trend is through fiiteg (which is particularly useful for
removing a trend). This is done to make a seriasosiary, the approach is by differencing
the data based on the nature of the curve.For easesal data, first-order differencing is
sufficient to attain stationary, so that a new eslis generated. Suppose we have a linear

curve given as:
Xi=a+ bt
To remove trend we make use of the first differetened as:
Yi = AX=%—X%1
—a+bt—(a+bt—Db)
=b. Constant and independent of time.
Thus in general to eliminate the nth order polyredrtrend we use

n

Xt

14.2.4 Estimation of Seasonal Variation

A. Multiplicative Model
Suppose we assume a multiplicative model of thma fo
Xx=Tt.S.G. kor
Xi=T(C) .S . k
Having estimated the trend, the seasonal variaidime t is
S=X/T
B. Additive Model
Suppose a series Kas an additive relationship with the time sec@sponents, that is,

X¢i=Tt+ S+ G+ lior
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Xi=T(C)+S +k

Then the seasonal variation at time t is

S=X-T

Example 1

The time series shown below shows the cost of mtomlu of Associated Matches Industry

for a four-year period, spanning 1988 - 1992.

By using the method of moving averages, calculaertend of the production cost. Plot both
sets of figures on a graph.

cost of production (_ '000s) of ami

Year I Il I vV
1988 55.8 | 53.6
1989 55.5 | 57.5 57.2 |54.6
1990 56.3 | 56 554 |[50.4
1991 56.1 | 57.5 53.9 |[534
1992 60.1 | 63

Solution
(i) (ii) (iii) (iv)
Year Quarter Costs 4-quarter | 4-quarter Trend
Totals total in pairs | (iii [18)
1988 1] 55.8
v 53.6 222.4
1989 I 55.5 223.8 446.2 55.8
I 57.5 224.8 448.6 56.1
1] 57.2 225.6 450.4 56.3
v 54.6 224.1 449.7 56.2
1990 I 56.3 222.3 446.4 55.8
I 56 218.1 440.4 55.1
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11} 554 217.9 436 54.5
v 50.4 219.4 437.3 547
1991 | 56.1 217.9 437.3 547
Il 57.5 220.9 438.8 54.9
11} 53.9 224.9 445 .8 55.7
v 534 230.4 455.3 56.9
1992 | 60.1
Il 63
64
62 |
60 |
58 |
56 |
54 |
52 |
88:3 89:1 89:3 90:1 90:3 91:1 91:3 92:1

—=— COST

Fig. 1-1: Graph of cost of production of AMI (1988992) and its corresponding trend
values using moving averages method

Summary

In this study session you have learnt about:

1. Moving Average Method

The technique of using the moving average methodoigeplace a particular

measurement by the arithmetic mean of a serieseafsuarements of which it is the

center. When an odd number is chosen, the moviatpge is centred as an observed

measurement.

But where an even number of measurement is chtsemoving average is centred

149



between two observed measurements and must batregtdefore comparisons can
be made between the average and the measurement.

2. Method of Least Squares
This method can be used to find the equation apgoropriate trend line and the trend
values Tt can be computed from the equation udiegléast squares approach of

regression analysis. The normal equations forréatline are:

Zn: X, =na+ bzn:t
t=1 t=1

Zn“txt = azn:t +bzn:t2
t=1 t=1 t=1

The least squares estimate of a and b are theaohlat the normal equations which can

be determined by solving the equations simultangolibe estimates are then given as

a=X, -bt
_ QDR X)
D X z”
(2D’
20

b=

Self-Assessment Questions (SAQs) for study sessigh

Now that you have completed this study session,camuassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 14.1 (Testing Learning Outcomes 14.1)
Explain moving average Method

SAQ 14.2 (Testing Learning Outcomes 14.2)
Discuss Least Square Method
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Study Session 15: Time Series Analysis - Seasonalices and

Forecasting

Introduction

A seasonal index is a measure of how a particelas@a compares with the average season.
Seasonal indices are calculated so that their geeisal. This means that the sum of the
seasonal indices equals the number of seasonsal@aate de-seasonalised data, each entry

is divided by its seasonal index as follows.

Learning Outcomes From Study Session 15

15.1 Define Forecasting
15.2 Explain Elementary Forecasting

15.1 Define Forecasting

A planning tool that helps management in its attsmp cope with the uncertainty of the
future, relying mainly on data from the past andsent and analysis of trends. Forecasting
starts with certain assumptions based on the mamage experience, knowledge, and

judgment.

These estimates are projected in the coming mantlygars using one or more techniques
such as Box-Jenkins models, Delphi method, exp@lesimoothing, moving averages,

regression analysis, and trend projection. Singeearor in the assumptions will result in a
similar or magnified error in forecasting, the teicjue of sensitivity analysis is used which

assigns a range of values to the uncertain fa(targables).

15.1.1 Seasonal Indices
This is a set of numbers that shows the relatieegof a variable during the months of the

year or quarters of a year. A suitable method esAtierage Percentage Method; this method
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involves the expression of the data as percentaigihe total for the period. The percentages
for the corresponding months (quarters) of diffenggars are then averaged, using either a

mean or median (If the mean is used, it helps to avoid extremaes which may occur).

The resulting 12(4) percentages give the seasadaki Depending on the model used, the
resulting total should be 1200% or 0% for multiptivze model, and 400% for additive

model. But if this is not so, a suitable factorsldoe used to adjust.

Consider the hypothetical figurej(Xon quarterly sales in a company for four years:

Quarter
YEAR 1 2 3 4
1997 X1 (S) X (S X1 (S) X1 (59
1998 X1 (S5) X22 (Se) X23(S7) X24 (Sp)
1999 X1 (S) X2 (S0 Xas (Si1) X4 (i)
2000 Xa1 (S1a) X42 (Swa) X43 (S15) X4 (Ste)
TOTAL S+&+55+5,57= STy | StS+S10tS14=STr | S5+S+51+S15= STy | Si+S+S,,+S16= STa
Average ST, x 100 =S ST,x 100 =S} ST; x 100 = S} ST, x 100 =SJ
4 4 4 4

15.2 Elementary Forecasting

Very often, we have a series of measurements, wdriehaffected by the same time series
components, such as trend and seasonal varidtese tare accounted for in forecasting. Any
change in the more sensitive series will anticipttie corresponding change in the
components therein, and can be used as a foregastiicator.
Generally, the forecasting for period p is

Xp=Tpx Sk and

Xp=Tp+ Sk for both the multiplication and additive netélrespectively.

153



Example 1
The following information has been supplied by slaées department

1990

1991

Value of sales

First 8 20 40
Second 30 50 62
Third 60 80 92
Fourth 24 20 40

. Find the average seasonal variation for each quarte

. Using an additive model, find the centred movingrage trend.

Predict sales for the last quarter of 1992 anditkequarter of 1993

Solution

1.

0] (it) (ii)
Year Quarter Sales 4-point Centred (iv)
Moving Moving (i) - (iii)
Average Average
1989 4 24
1990 1 8
30.5
2 30 30 0
295
3 60 31 29
325
4 20 35 -15
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375
1991 1 20 40 -20
425
2 50 45 5
47.5
3 80 50 30
525
4 40 54 -14
55.5
1992 1 40 57 -17
58.5
2 62
3 92
2. The difference between the actual sales antt¢hd is in column (iv) of the table. By

averaging the appropriate quarterly values, amimesg#i of the ‘seasonal’ factors may

be obtained.

Quarter
Quarter
Quarter

Quarter

1

2

3
4

15(-20+(-17)) = 4H8.
15(0+5) =25
15(29+30)  =9.®
1(-15+(-14)) = 84.

As these four values do not sum to zero (as theuld using an additive model), they

may be corrected by adding 0.25 to each valuevi& gi

-18.25; 2.75; 29.75; -14.25

3. An upward trend in the data is obvious and tdjmt future sales, this trend must be

extrapolated. The trend does not seem to be coetpletgular and without more

complicated analysis (e.g. fitting a linear tremdthe data by a process of least
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squares), the average quarterly increase in thd seems to be approximately

4, On the basis of the last trend value (57) tleglisted trend should be:
1992 - Quarter 4: 57+3x4=69
1993 - Quarter 1: 57+4x4=73
This gives actual sales estimates of:
69 -14.25=54.75 i.eb55
and 73 - 18.25 =54.75i.e. 55
Example 2
The following data are the production of coca (‘G0@s) in Nigeria for the year 1988 to
2002:
YEAR 1988 1989 1990 1991 1992 3199 1994
Production (‘000) 4 3 4 5 9 9 15
YEAR 1996 1997 1998 1999 2000 20012002
Production (‘000) 10 26 17 18 35 24 40

a. Using the least square method, fit the linear trend

Y=a+DbT, whereT=t-8

b. Calculate the trend value for each year.
c. Predict the production for 2003, using the fittesht.

Solution

a.
T 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7
Production(Y) | 4 3 4 5 9 9 15 10 26 17 18 31 3 24 40
(‘000)
T? 49 36 25 16 9 4 1 0 1 4 9 16 25 34 49
TY -28 -18 -20 -20 -27 -18 15 0 26 34 54 124 1y5 4 14280

2 T=0 2 Y=260,2 T?=280, 2 TY=751
4= 260/15 = 17.30, b = 751/280 = 2.68
The required equation is

Y=173+27T

=-43+27t

b. The trend values are

Year Trend Values

156



1988 -1.6

1989 11
1990 3.8
1991 6.5
1992 9.2
1993 11.9
1994 14.6
1995 17.3
1996 20.0
1997 22.7
1998 25.4
1999 28.1
2000 30.8
2001 33.5
2002 36.2

c. Production att= 16, 2003 is Y =49.7 tons.

Summary

In this study session you have learnt about:
1. Define Forecasting

A planning tool that helps management in its attisnip cope with the uncertainty of
the future, relying mainlly on data from the past @resent and analysis of trends.
Forecasting starts with certain assumptions baseth® management's experience,
knowledge, and judgment.
2. Elementary Forecasting

Very often, we have a series of measurements, wdniehaffected by the same time
series components, such as trend and seasondiorgritnese are accounted for in
forecasting. Any change in the more sensitive ses# anticipate the corresponding
change in the components therein, and can be gsadioaecasting indicator.
Generally, the forecasting for period p is

a. Xp=TpXx Sk and

b. Xp=Ty+ Sk for both the multiplication and additive neisl

respectively.
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Self-Assessment Questions (SAQs) for study sessidn

Now that you have completed this study session,cauassess how well you have achieved
its Learning outcomes by answering the followingesfions. Write your answers in your
study Diary and discuss them with your Tutor at mlext study Support Meeting. You can
check your Define School answers with the NotegdhenSelf-Assessment questions at the
end of this Module.

SAQ 15.1 (Testing Learning Outcomes 15.1)

What is forecasting

SAQ 15.2 (Testing Learning Outcomes 15.2)

Explain Elementary Forecasting
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Notes on SAQ

Study Session 1

1.1 Branches of mathematics concerned with collectiolassification, analysis, and
interpretation of numerical facts, for drawing ireces on the basis of their quantifiable
likelihood

1.2 Types of Statistics

» Descriptive Statistics
» Statistics method

> Statistical inference

1.3 Population: Population is a collection of the individual itemshether of people or

thing, that are to be observed in a given problguaton.

Study Session 2

2.1 Sampling is a method of selecting a subset or part of aulapn that is
representative of the entire population.
2.2 Some of the Non-probability sampling techniqueare:
1. Quota Sampling: This is one where, although the population isd#di into
identified groups, elements are selected from egabup without recourse to
randomness. Here the interviewer is free to uselisizetion to select the units to be
included in the sample. This method is commonlyduse opinion poll, by the
journalist and in market research.
2. Judgmental or Purposive Sampling: This is a sample whose elementary
units are chosen according to the discretion oeexwho is familiar with the relevant
characteristics of the population. These samplimitsiare selected judgmentally, and

there is a heavy possibility of biasness.

2.3 (a) Population
The collection of all units of a specified typeamgiven region at a particular point or period

of time is termed as a population or universe. Thugesmay consider a population of persons,
families, farms, cattle in a region or a populatidrrees or birds in a forest or a population
of fish in a tank etc. depending on the natureat&aequired.

(b) Sampling Unit
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Elementary units or group of such units which besideing clearly defined, identifiable and
observable, are convenient for purpose of samgliegcalled sampling units. For instance, in
a family budget enquiry, usually a family is coresied as the sampling unit since it is found
to be convenient for sampling and for ascertaitinggrequired information. In a crop survey,
a farm or a group of farms owned or operated bywaséhold may be considered as the
sampling unit.

Study Session 3

3.1 The Central Limit Theorem provides us with a shortcut to the infdromarequired for

constructing a sampling distribution.

By applying the Theorem we can obtain the deseeptialues for a sampling distribution
(usually, the mean and the standard error, whictommputed from the sampling variance)
and we can also obtain probabilities associateld anty of the sample means in the sampling
distribution.

3.2 The Variance of the Sampling Distribution of Mans: Parameter Known

According to the Theorem, the variance of the sagpdlistribution of means equals the
population variance divided by N, the sample sizge population variance (0) and the size
of the samples (N) drawn from that population hbgen identified in the preceding chapter
as the two key factors which influence the varigpf the sample means.

3.3 Large Sample Distribution of Means

Suppose a random sample of sizefrom population A yield a mearX, ; we know that
provided n is large and sampling is done from a finite popatatand it is done with
replacement theiX, ~ N(u,,0% /'n,) and
Z - >_(A _:uA

A

nA

which has the standard normal distributidh;and ¢ being population mean and standard

deviation respectively. When the population variaauﬁTc2 is not known but n is sufficiently
large, we may usé’ :%Z(Xi - X)* in its place.
n-15
Study Session 4
4.1 Large Sample Distribution of Proportion
The mean of the distribution of sample proportiamequal to the population proportion, p .
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If p is unknown, we estimate it using p .

4.2 Large Sample Distribution of Difference of Proprtions

Statistics problems often involve comparisons betwivo independent sample proportions.
This lesson explains how to compute probabilitissoaiated with differences between

proportions.

Study Session 5

5.1 Definitions of Estimation

Estimation is a process by which a statistic (sunynoé a collection of numerical data, e.g.
total, range, average, etc.) obtained from a samsplsed to estimate the parameters of the
population from which the sample has been draws.nked arises in practically every
statistical decision-making in all spheres of lifée following are the nature of estimates, we
are bound to encounter in everyday usage.

5.2 Confidence Interval

The only difference between calculating the intefeapercentages or for proportions is that
the former total 100 and the latter total 1. Thi$edence is reflected in the formulae used,
otherwise the methods are identical.

Study Session 6

6.1 Large Sample Interval Estimation for Mean

If the statistic S is the sample mean then 95% and 99% confidence level for estimatibn

the population mean [, are given By1.960, and X+2.587, respectively. Generally, the

confidence limits are given as+ Zo,, where Zi is the level of confidence desired aad c

2

. . o . .
be got from the table. The sample variance is gmeen as— . Thus, the confidence interval
n

: . . o
for the population mean is then giverxasz,

et

6.2 Large Sample Estimation of a Population Mean

The Central Limit Theorem says that, for large sasgsamples of siza > 30), when
viewed as a random variable the sample mEanr is normally distributed with mean
uX——=u and standard deviatio®X——=s/n-—. The Empirical Rule says that we must go
about two standard deviations from the mean touta@5% of the values of—— generated

by sample after sample.
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